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The analysis of electromagnetic transients has traditionally been discussed under
the umbrella of circuit theory, the main core course in the electrical engineering
curriculum, and therefore the subject of very many textbooks. However, some of the
special characteristics of power plant components, such as machine non-linearities
and transmission line frequency dependence, have not been adequately covered in
conventional circuit theory. Among the specialist books written to try and remedy the
situation are H. A. Peterson’s *Transient performance in power systems* (1951) and
A. Greenwood’s *Electric transients in power systems* (1971). The former described
the use of the transient network analyser to study the behaviour of linear and non-
linear power networks. The latter described the fundamental concepts of the subject
and provided many examples of transient simulation based on the Laplace transform.

By the mid-1960s the digital computer began to determine the future pattern
of power system transients simulation. In 1976 the IEE published an important
monograph, *Computation of power system transients*, based on pioneering computer
simulation work carried out in the UK by engineers and mathematicians.

However, it was the IEEE classic paper by H. W. Dommel *Digital computer solu-
tion of electromagnetic transients in single and multiphase networks* (1969), that set
up the permanent basic framework for the simulation of power system electromagnetic
transients in digital computers. Electromagnetic transient programs based on
Dommel’s algorithm, commonly known as the EMTP method, have now become
an essential part of the design of power apparatus and systems. They are also being
gradually introduced in the power curriculum of electrical engineering courses and
play an increasing role in their research and development programs.

Applications of the EMTP method are constantly reported in the IEE, IEEE and
other international journals, as well as in the proceedings of many conferences, some
of them specifically devoted to the subject, like the International Conference on Power
System Transients (IPST) and the International Conference on Digital Power System
Simulators (ICDS). In 1997 the IEEE published a volume entitled *Computer analysis
of electric power system transients*, which contained a comprehensive selection of
papers considered as important contributions in this area. This was followed in 1998 by
the special publication TP-133-0 *Modeling and analysis of system transients using
digital programs, a collection of published guidelines produced by various IEEE taskforces.

Although there are well documented manuals to introduce the user to the various existing electromagnetic transients simulation packages, there is a need for a book with cohesive technical information to help students and professional engineers to understand the topic better and minimise the effort normally required to become effective users of the EMT programs. Hopefully this book will fill that gap.

Basic knowledge of power system theory, matrix analysis and numerical techniques is presumed, but many references are given to help the readers to fill the gaps in their understanding of the relevant material.

The authors would like to acknowledge the considerable help received from many experts in the field, prior to and during the preparation of the book. In particular they want to single out Hermann Dommel himself, who, during his study leave in Canterbury during 1983, directed our early attempts to contribute to the topic. They also acknowledge the continuous help received from the Manitoba HVDC Research Centre, specially the former director Dennis Woodford, as well as Garth Irwin, now both with Electranix Corporation. Also, thanks are due to Ani Gole of the University of Manitoba for his help and for providing some of the material covered in this book. The providing of the paper by K. Strunz is also appreciated. The authors also wish to thank the contributions made by a number of their colleagues, early on at UMIST (Manchester) and later at the University of Canterbury (New Zealand), such as J. G. Campos Barros, H. Al Kashali, Chris Arnold, Pat Bodger, M. D. Heffernan, K. S. Turner, Mohammed Zavahir, Wade Enright, Glenn Anderson and Y.-P. Wang. Finally J. Arrillaga wishes to thank the Royal Society of New Zealand for the financial support received during the preparation of the book, in the form of the James Cook Senior Research Fellowship.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCS</td>
<td>Transient Converter Simulation (state variable analysis program)</td>
</tr>
<tr>
<td>TRV</td>
<td>Transient Recovery Voltage</td>
</tr>
<tr>
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**Constants**

<table>
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<th>Symbol</th>
<th>Description</th>
</tr>
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<tbody>
<tr>
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</tr>
<tr>
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</tr>
<tr>
<td>( \pi )</td>
<td>3.1415926535</td>
</tr>
<tr>
<td>( c )</td>
<td>Speed of light ((2.99793 \times 10^8 \text{ m s}^{-1}))</td>
</tr>
</tbody>
</table>
Chapter 1
Definitions, objectives and background

1.1 Introduction

The operation of an electrical power system involves continuous electromechanical and electromagnetic distribution of energy among the system components. During normal operation, under constant load and topology, these energy exchanges are not modelled explicitly and the system behaviour can be represented by voltage and current phasors in the frequency domain.

However, following switching events and system disturbances the energy exchanges subject the circuit components to higher stresses, resulting from excessive currents or voltage variations, the prediction of which is the main objective of power system transient simulation.

Figure 1.1 shows typical time frames for a full range of power system transients. The transients on the left of the figure involve predominantly interactions between the magnetic fields of inductances and the electric fields of capacitances in the system; they are referred to as electromagnetic transients. The transients on the right of the figure are mainly affected by interactions between the mechanical energy stored in the rotating machines and the electrical energy stored in the network; they are accordingly referred to as electromechanical transients. There is a grey area in the middle, namely the transient stability region, where both effects play a part and may need adequate representation.

In general the lightning stroke produces the highest voltage surges and thus determines the insulation levels. However at operating voltages of 400 kV and above, system generated overvoltages, such as those caused by the energisation of transmission lines, can often be the determining factor for insulation coordination.

From the analysis point of view the electromagnetic transients solution involves a set of first order differential equations based on Kirchhoff’s laws, that describe the behaviour of RLC circuits when excited by specified stimuli. This is a well documented subject in electrical engineering texts and it is therefore assumed that the reader is familiar with the terminology and concepts involved, as well as their physical interpretation.
It is the primary object of this book to describe the application of efficient computational techniques to the solution of electromagnetic transient problems in systems of any size and topology involving linear and non-linear components. This is an essential part in power system design to ensure satisfactory operation, derive the component ratings and optimise controller and protection settings. It is also
an important diagnostic tool to provide post-mortem information following system incidents.

### 1.2 Classification of electromagnetic transients

Transient waveforms contain one or more oscillatory components and can thus be characterised by the natural frequencies of these oscillations. However in the simulation process, the accurate determination of these oscillations is closely related to the equivalent circuits used to represent the system components. No component model is appropriate for all types of transient analysis and must be tailored to the scope of the study.

From the modelling viewpoint, therefore, it is more appropriate to classify transients by the time range of the study, which is itself related to the phenomena under investigation. The key issue in transient analysis is the selection of a model for each component that realistically represents the physical system over the time frame of interest.

Lightning, the fastest-acting disturbance, requires simulation in the region of nano to micro-seconds. Of course in this time frame the variation of the power frequency voltage and current levels will be negligible and the electronic controllers will not respond; on the other hand the stray capacitance and inductance of the system components will exercise the greatest influence in the response.

The time frame for switching events is in micro to milliseconds, as far as insulation coordination is concerned, although the simulation time can go into cycles, if system recovery from the disturbance is to be investigated. Thus, depending on the information sought, switching phenomena may require simulations on different time frames with corresponding component models, i.e. either a fast transient model using stray parameters or one based on simpler equivalent circuits but including the dynamics of power electronic controllers. In each case, the simulation step size will need to be at least one tenth of the smallest time constant of the system represented.

Power system components are of two types, i.e. those with essentially lumped parameters, such as electrical machines and capacitor or reactor banks, and those with distributed parameters, including overhead lines and underground or submarine cables. Following a switching event these circuit elements are subjected to voltages and currents involving frequencies between 50 Hz and 100 kHz. Obviously within such a vast range the values of the component parameters and of the earth path will vary greatly with frequency. The simulation process therefore must be capable of reproducing adequately the frequency variations of both the lumped and distributed parameters. The simulation must also represent such non-linearities as magnetic saturation, surge diverter characteristics and circuit-breaker arcs. Of course, as important, if not more, as the method of solution is the availability of reliable data and the variation of the system components with frequency, i.e. a fast transient model including stray parameters followed by one based on simpler equivalent circuits.
1.3 Transient simulators

Among the tools used in the past for the simulation of power system transients are the electronic analogue computer, the transient network analyser (TNA) and the HVDC simulator.

The electronic analogue computer basically solved ordinary differential equations by means of several units designed to perform specific functions, such as adders, multipliers and integrators as well as signal generators and a multichannel cathode ray oscilloscope.

Greater versatility was achieved with the use of scaled down models and in particular the TNA [1], shown in Figure 1.2, is capable of emulating the behaviour of the actual power system components using only low voltage and current levels. Early limitations included the use of lumped parameters to represent transmission lines, unrealistic modelling of losses, ground mode of transmission lines and magnetic non-linearities. However all these were largely overcome [2] and TNAs are still in use for their advantage of operating in real time, thus allowing many runs to be performed quickly and statistical data obtained, by varying the instants of switching. The real-time nature of the TNA permits the connection of actual control hardware and its performance validated, prior to their commissioning in the actual power system. In particular, the TNA is ideal for testing the control hardware and software associated with FACTS and HVDC transmission. However, due to their cost and maintenance requirements TNAs and HVDC models are being gradually displaced by real-time digital simulators, and a special chapter of the book is devoted to the latter.

Figure 1.2 Transient network analyser
1.4 Digital simulation

Owing to the complexity of modern power systems, the simulators described above could only be relied upon to solve relatively simple problems. The advent of the digital computer provided the stimulus to the development of more accurate and general solutions. A very good description of the early digital methods can be found in a previous monograph of this series [3].

While the electrical power system variables are continuous, digital simulation is by its nature discrete. The main task in digital simulation has therefore been the development of suitable methods for the solution of the differential and algebraic equations at discrete points.

The two broad classes of methods used in the digital simulation of the differential equations representing continuous systems are numerical integration and difference equations. Although the numerical integration method does not produce an explicit difference equation to be simulated, each step of the solution can be characterised by a difference equation.

1.4.1 State variable analysis

State variable analysis is the most popular technique for the numerical integration of differential equations [4]. This technique uses an indefinite numerical integration of the system variables in conjunction with the differential equation (to obtain the derivatives of the states).

The differential equation is expressed in implicit form. Instead of rearranging it into an explicit form, the state variable approach uses a predictor–corrector solution, such that the state equation predicts the state variable derivative and the trapezoidal rule corrects the estimates of the state variables.

The main advantages of this method are its simplicity and lack of overhead when changing step size, an important property in the presence of power electronic devices to ensure that the steps are made to coincide with the switching instants. Thus the numerical oscillations inherent in the numerical integration substitution technique do not occur; in fact the state variable method will fail to converge rather than give erroneous answers. Moreover, non-linearities are easier to represent in state variable analysis. The main disadvantages are greater solution time, extra code complexity and greater difficulty to model distributed parameters.

1.4.2 Method of difference equations

In the late 1960s H. W. Dommel of BPA (Bonneville Power Administration) developed a digital computer algorithm for the efficient analysis of power system electromagnetic transients [5]. The method, referred to as EMTP (ElectroMagnetic Transients Program), is based on the difference equations model and was developed around the transmission system proposed by Bergeron [6].

Bergeron’s method uses linear relationships (characteristics) between the current and the voltage, which are invariant from the point of view of an observer travelling
with the wave. However, the time intervals or discrete steps required by the digital solution generate truncation errors which can lead to numerical instability. The use of the trapezoidal rule to discretise the ordinary differential equations has improved the situation considerably in this respect.

Dommel’s EMTP method combines the method of characteristics and the trapezoidal rule into a generalised algorithm which permits the accurate simulation of transients in networks involving distributed as well as lumped parameters.

To reflect its main technical characteristics, Dommel’s method is often referred to by other names, the main one being numerical integration substitution. Other less common names are the method of companion circuits (to emphasise the fact that the difference equation can be viewed as a Norton equivalent, or companion, for each element in the circuit) and the nodal conductance approach (to emphasise the use of the nodal formulation).

There are alternative ways to obtain a discrete representation of a continuous function to form a difference equation. For example the root-matching technique, which develops difference equations such that the poles of its corresponding rational function match those of the system being simulated, results in a very accurate and stable difference equation. Complementary filtering is another technique of the numerical integration substitution type to form difference equations that is inherently more stable and accurate. In the control area the widely used bilinear transform method (or Trustin’s method) is the same as numerical integration substitution developed by Dommel in the power system area.

1.5 Historical perspective

The EMTP has become an industrial standard and many people have contributed to enhance its capability. With the rapid increase in size and complexity, documentation, maintenance and support became a problem and in 1982 the EMTP Development Coordination Group (DCG) was formed to address it.

In 1984 EPRI (Electric Power Research Institute) reached agreement with DCG to take charge of documentation, conduct EMTP validation tests and add a more user-friendly input processor. The development of new technical features remained the primary task of DCG. DCG/EPRI version 1.0 of EMTP was released in 1987 and version 2.0 in 1989.

In order to make EMTP accessible to the worldwide community, the Alternative Transient Program (ATP) was developed, with W.S. Meyer (of BPA) acting as coordinator to provide support. Major contributions were made, among them TACS (Transient Analysis of Control Systems) by L. Dube in 1976, multi-phase untransposed transmission lines with constant parameters by C. P. Lee, a frequency-dependent transmission line model and new line constants program by J. R. Marti, three-phase transformer models by H. W. and I. I. Dommel, a synchronous machine model by V. Brandwajn, an underground cable model by L. Marti and synchronous machine data conversion by H. W. Dommel.
Inspired by the work of Dr. Dommel and motivated by the need to solve the problems of frequently switching components (specifically HVDC converters) through the 1970s D. A. Woodford (of Manitoba Hydro) helped by A. Gole and R. Menzies developed a new program still using the EMTP concept but designed around a.c.–d.c. converters. This program, called EMTDC (Electromagnetic Transients Program for DC), originally ran on mainframe computers.

With the development and universal availability of personal computers (PCs) EMTDC version 1 was released in the late 1980s. A data driven program can only model components coded by the programmer, but, with the rapid technological developments in power systems, it is impractical to anticipate all future needs. Therefore, to ensure that users are not limited to preprogrammed component models, EMTDC required the user to write two FORTRAN files, i.e. DSDYN (Digital Simulator DYNamic subroutines) and DSOUT (Digital Simulator OUTput subroutines). These files are compiled and linked with the program object libraries to form the program. A BASIC program was used to plot the output waveforms from the files created.

The Manitoba HVDC Research Centre developed a comprehensive graphical user interface called PSCAD (Power System Computer Aided Design) to simplify and speed up the simulation task. PSCAD/EMTDC version 2 was released in the early 1990s for UNIX workstations. PSCAD comprised a number of programs that communicated via TCP/IP sockets. DRAFT for example allowed the circuit to be drawn graphically, and automatically generated the FORTRAN files needed to simulate the system. Other modules were TLINE, CABLE, RUNTIME, UNIPLOT and MULTIPLOT.

Following the emergence of the Windows operating system on PCs as the dominant system, the Manitoba HVDC Research Centre rewrote PSCAD/EMTDC for this system. The Windows/PC based PSCAD/EMTDC version was released in 1998.

The other EMTP-type programs have also faced the same challenges with numerous graphical interfaces being developed, such as ATP_Draw for ATP. A more recent trend has been to increase the functionality by allowing integration with other programs. For instance, considering the variety of specialised toolboxes of MATLAB, it makes sense to allow the interface with MATLAB to benefit from the use of such facilities in the transient simulation program.

Data entry is always a time-consuming exercise, which the use of graphical interfaces and component libraries alleviates. In this respect the requirements of universities and research organisations differ from those of electric power companies. In the latter case the trend has been towards the use of database systems rather than files using a vendor-specific format for power system analysis programs. This also helps the integration with SCADA information and datamining. An example of database usage is PowerFactory (produced by DiGSIILENT). University research, on the other hand, involves new systems for which no database exists and thus a graphical entry such as that provided by PSCAD is the ideal tool.

A selection, not exhaustive, of EMTP-type programs and their corresponding Websites is shown in Table 1.1. Other transient simulation programs in current use are listed in Table 1.2. A good description of some of these programs is given in reference [7].
### Table 1.1  EMTP-type programs

<table>
<thead>
<tr>
<th>Program</th>
<th>Organisation</th>
<th>Website address</th>
</tr>
</thead>
<tbody>
<tr>
<td>EPRI/DCG EMTP</td>
<td>EPRI</td>
<td><a href="http://www.emtp96.com/">www.emtp96.com/</a></td>
</tr>
<tr>
<td>ATP program</td>
<td></td>
<td><a href="http://www.emtp.org/">www.emtp.org/</a></td>
</tr>
<tr>
<td>MicroTran</td>
<td>Microtran Power Systems Analysis</td>
<td><a href="http://www.microtran.com/">www.microtran.com/</a></td>
</tr>
<tr>
<td></td>
<td>Corporation</td>
<td></td>
</tr>
<tr>
<td>PSCAD/EMTDC</td>
<td>Manitoba HVDC Research Centre</td>
<td><a href="http://www.hvdc.ca/">www.hvdc.ca/</a></td>
</tr>
<tr>
<td>NETOMAC</td>
<td>Siemens</td>
<td><a href="http://www.ev.siemens.de/en/pages/">www.ev.siemens.de/en/pages/</a></td>
</tr>
<tr>
<td>NPLAN</td>
<td>BCP Busarello + Cott + Partner Inc.</td>
<td></td>
</tr>
<tr>
<td>EMTAP</td>
<td>EDSA</td>
<td><a href="http://www.edsa.com/">www.edsa.com/</a></td>
</tr>
<tr>
<td>PowerFactory</td>
<td>DIgSILENT</td>
<td><a href="http://www.digsilent.de/">www.digsilent.de/</a></td>
</tr>
<tr>
<td>Arene</td>
<td>Anhelco</td>
<td><a href="http://www.anhelco.com/">www.anhelco.com/</a></td>
</tr>
<tr>
<td>Hypersim</td>
<td>IREQ (Real-time simulator)</td>
<td><a href="http://www.ireq.ca/">www.ireq.ca/</a></td>
</tr>
<tr>
<td>RTDS</td>
<td>RTDS Technologies</td>
<td>rtds.ca</td>
</tr>
<tr>
<td>Transient Performance Advisor (TPA)</td>
<td>MPR (MATLAB based)</td>
<td><a href="http://www.mpr.com">www.mpr.com</a></td>
</tr>
<tr>
<td>Power System Toolbox</td>
<td>Cherry Tree (MATLAB based)</td>
<td><a href="http://www.eagle.ca/">www.eagle.ca/</a> cherry/</td>
</tr>
</tbody>
</table>

### Table 1.2  Other transient simulation programs

<table>
<thead>
<tr>
<th>Program</th>
<th>Organisation</th>
<th>Website address</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATOSEC5</td>
<td>University of Quebec at Trios Rivieres</td>
<td>cpee.uqtr.uquebec.ca/dctodc/ato5_1htm</td>
</tr>
<tr>
<td>Xtrans</td>
<td>Delft University of Technology</td>
<td>eps.et.tudelft.nl</td>
</tr>
<tr>
<td>KREAN</td>
<td>The Norwegian University of Science and Technology</td>
<td><a href="http://www.elkraft.ntnu.no/sie10aj/Krean1990.pdf">www.elkraft.ntnu.no/sie10aj/Krean1990.pdf</a></td>
</tr>
<tr>
<td>Power Systems</td>
<td>MATHworks (MATLAB based)</td>
<td><a href="http://www.mathworks.com/products/">www.mathworks.com/products/</a></td>
</tr>
<tr>
<td>Blockset</td>
<td>TransEnergie Technologies</td>
<td><a href="http://www.transenergie-tech.com/en/">www.transenergie-tech.com/en/</a></td>
</tr>
<tr>
<td>SABER</td>
<td>Avant (formerly Analogy Inc.)</td>
<td><a href="http://www.analogy.com/">www.analogy.com/</a></td>
</tr>
<tr>
<td>SIMSEN</td>
<td>Swiss Federal Institute of Technology</td>
<td>simsen.epfl.ch/</td>
</tr>
</tbody>
</table>
1.6 Range of applications

Dommel’s introduction to his classical paper [5] started with the following statement: ‘This paper describes a general solution method for finding the time response of electromagnetic transients in arbitrary single or multi-phase networks with lumped and distributed parameters’.

The popularity of the EMTP method has surpassed all expectations, and three decades later it is being applied in practically every problem requiring time domain simulation. Typical examples of application are:

- Insulation coordination, i.e. overvoltage studies caused by fast transients with the purpose of determining surge arrester ratings and characteristics.
- Overvoltages due to switching surges caused by circuit breaker operation.
- Transient performance of power systems under power electronic control.
- Subsynchronous resonance and ferroresonance phenomena.

It must be emphasised, however, that the EMTP method was specifically devised to provide simple and efficient electromagnetic transient solutions and not to solve steady state problems. The EMTP method is therefore complementary to traditional power system load-flow, harmonic analysis and stability programs. However, it will be shown in later chapters that electromagnetic transient simulation can also play an important part in the areas of harmonic power flow and multimachine transient stability.

1.7 References

Chapter 2

Analysis of continuous and discrete systems

2.1 Introduction

Linear algebra and circuit theory concepts are used in this chapter to describe the formulation of the state equations of linear dynamic systems. The Laplace transform, commonly used in the solution of simple circuits, is impractical in the context of a large power system. Some practical alternatives discussed here are modal analysis, numerical integration of the differential equations and the use of difference equations.

An electrical power system is basically a continuous system, with the exceptions of a few auxiliary components, such as the digital controllers. Digital simulation, on the other hand, is by nature a discrete time process and can only provide solutions for the differential and algebraic equations at discrete points in time.

The discrete representation can always be expressed as a difference equation, where the output at a new time point is calculated from the output at previous time points and the inputs at the present and previous time points. Hence the digital representation can be synthesised, tuned, stabilised and analysed in a similar way as any discrete system.

Thus, as an introduction to the subject matter of the book, this chapter also discusses, briefly, the subjects of digital simulation of continuous functions and the formulation of discrete systems.

2.2 Continuous systems

An \( n \)th order linear dynamic system is described by an \( n \)th order linear differential equation which can be rewritten as \( n \) first-order linear differential equations, i.e.

\[
\begin{align*}
\dot{x}_1(t) &= a_{11}x_1(t) + a_{11}x_2(t) + \cdots + a_{1n}x_n(t) + b_{11}u_1(t) + b_{12}u_2(t) + \cdots + b_{1m}u_m(t) \\
\dot{x}_2(t) &= a_{21}x_1(t) + a_{22}x_2(t) + \cdots + a_{2n}x_n(t) + b_{21}u_1(t) + b_{22}u_2(t) + \cdots + b_{2m}u_m(t) \\
&\vdots \\
\dot{x}_n(t) &= a_{n1}x_1(t) + a_{n2}x_2(t) + \cdots + a_{nn}x_n(t) + b_{n1}u_1(t) + b_{n2}u_2(t) + \cdots + b_{nm}u_m(t)
\end{align*}
\]  

(2.1)
Expressing equation 2.1 in matrix form, with parameter $t$ removed for simplicity:

$$
\begin{pmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\vdots \\
\dot{x}_n
\end{pmatrix} =
\begin{bmatrix}
a_{11} & a_{12} & \cdots & a_{1n} \\
a_{21} & a_{22} & \cdots & a_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n1} & a_{n2} & \cdots & a_{nn}
\end{bmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
\vdots \\
x_n
\end{pmatrix} +
\begin{bmatrix}
b_{11} & b_{12} & \cdots & b_{1m} \\
b_{21} & b_{22} & \cdots & b_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
b_{n1} & b_{n2} & \cdots & b_{nm}
\end{bmatrix}
\begin{pmatrix}
u_1 \\
u_2 \\
\vdots \\
u_m
\end{pmatrix}
$$

or in compact matrix notation:

$$
\dot{x} = [A]x + [B]u
$$

which is normally referred to as the state equation.

Also needed is a system of algebraic equations that relate the system output quantities to the state vector and input vector, i.e.

$$
\begin{align*}
y_1(t) &= c_{11}x_1(t) + c_{12}x_2(t) + \cdots + c_{1n}x_n(t) + d_{11}u_1(t) + d_{12}u_2(t) + \cdots + d_{1m}u_m(t) \\
y_2(t) &= c_{21}x_1(t) + c_{22}x_2(t) + \cdots + c_{2n}x_n(t) + d_{21}u_1(t) + d_{22}u_2(t) + \cdots + d_{2m}u_m(t) \\
&\vdots \\
y_0(t) &= c_{01}x_1(t) + c_{02}x_2(t) + \cdots + c_{0n}x_n(t) + d_{01}u_1(t) + d_{02}u_2(t) + \cdots + d_{0m}u_m(t)
\end{align*}
$$

Writing equation 2.4 in matrix form (again with the parameter $t$ removed):

$$
\begin{pmatrix}
y_1 \\
y_2 \\
\vdots \\
y_0
\end{pmatrix} =
\begin{bmatrix}
c_{11} & c_{12} & \cdots & c_{1n} \\
c_{21} & c_{22} & \cdots & c_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
c_{01} & c_{02} & \cdots & c_{0n}
\end{bmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
\vdots \\
x_n
\end{pmatrix} +
\begin{bmatrix}
d_{11} & d_{12} & \cdots & d_{1m} \\
d_{21} & d_{22} & \cdots & d_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
d_{n1} & d_{n2} & \cdots & d_{nm}
\end{bmatrix}
\begin{pmatrix}
u_1 \\
u_2 \\
\vdots \\
u_m
\end{pmatrix}
$$

or in compact matrix notation:

$$
y = [C]x + [D]u
$$

which is called the output equation.

Equations 2.3 and 2.6 constitute the standard form of the state variable formulation. If no direct connection exists between the input and output vectors then $[D]$ is zero.

Equations 2.3 and 2.6 can be solved by transformation methods, the convolution integral or numerically in an iterative procedure. These alternatives will be discussed in later sections. However, the form of the state variable equations is not unique and depends on the choice of state variables [1]. Some state variable models are more convenient than others for revealing system properties such as stability, controllability and observability.
2.2.1 State variable formulations

A transfer function is generally represented by the equation:

\[
G(s) = \frac{a_0 + a_1 s + a_2 s^2 + a_3 s^3 + \cdots + a_N s^N}{b_0 + b_1 s + b_2 s^2 + b_3 s^3 + \cdots + b_n s^n} = \frac{Y(s)}{U(s)}
\]  
(2.7)

where \( n \geq N \).

Dividing numerator and denominator by \( b_n \) provides the standard form, such that the term \( s^n \) appears in the denominator with unit coefficient i.e.

\[
G(s) = \frac{A_0 + A_1 s + A_2 s^2 + A_3 s^3 + \cdots + A_N s^N}{B_0 + B_1 s + B_2 s^2 + B_3 s^3 + \cdots + B_{n-1} s^{n-1} + s^n} = \frac{Y(s)}{U(s)}
\]  
(2.8)

The following sections describe alternative state variable formulations based on equation 2.8.

2.2.1.1 Successive differentiation

Multiplying both sides of equation 2.8 by \( D(s) \) (where \( D(s) \) represents the polyno-
minal in \( s \) that appears in the denominator, and similarly \( N(s) \) is the numerator) to get the equation in the form \( D(s)Y(s) = N(s)U(s) \) and replacing the \( s^k \) operator by its time domain equivalent \( \frac{d^k}{dt^k} \) yields [2]:

\[
\frac{d^n y}{dt^n} + B_{n-1} \frac{d^{n-1} y}{dt^{n-1}} + \cdots + B_1 \frac{dy}{dt} + B_0 y = A_N \frac{d^N u}{dt^N} + A_{N-1} \frac{d^{N-1} u}{dt^{N-1}} + \cdots + A_1 \frac{du}{dt} + A_0 u
\]  
(2.9)

To eliminate the derivatives of \( u \) the following \( n \) state variables are chosen [2]:

\[
\begin{align*}
x_1 &= y - C_0 u \\
x_2 &= \dot{y} - C_0 \dot{u} - C_1 u = \dot{x}_1 - C_1 u \\
&\vdots \\
x_n &= \frac{d^{n-1} y}{dt^{n-1}} - C_0 \frac{d^{n-1} u}{dt^{n-1}} - C_1 \frac{d^{n-2} u}{dt^{n-2}} - C_{n-2} \dot{u} - C_{n-1} \\
&= \dot{x}_{n-1} - C_{n-1} u
\end{align*}
\]  
(2.10)

where the relationship between the \( C \)’s and \( A \)’s is:

\[
\begin{bmatrix}
1 & 0 & 0 & \cdots & 0 \\
B_{n-1} & 1 & 0 & \cdots & 0 \\
B_{n-2} & B_{n-1} & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & 0 \\
B_0 & B_1 & \cdots & B_{n-1} & 1
\end{bmatrix}
\begin{bmatrix}
C_0 \\
C_1 \\
C_2 \\
\vdots \\
C_n
\end{bmatrix}
= 
\begin{bmatrix}
A_0 \\
A_1 \\
A_2 \\
\vdots \\
A_n
\end{bmatrix}
\]  
(2.11)
The values $C_0, C_1, \ldots, C_n$ are determined from:

\[
C_0 = A_n \\
C_1 = A_{n-1} - B_{n-1}C_0 \\
C_2 = A_{n-2} - B_{n-1}C_1 - B_{n-2}C_0 \\
C_3 = A_{n-3} - B_{n-1}C_2 - B_{n-2}C_1 - B_{n-3}C_0 \\
\vdots \\
C_n = A_0 - B_{n-1}C_{n-1} - \cdots - B_1C_1 - B_0C_0
\]

(2.12)

From this choice of state variables the state variable derivatives are:

\[
\begin{array}{c}
\dot{x}_1 = x_2 + C_1u \\
\dot{x}_2 = x_3 + C_2u \\
\vdots \\
\dot{x}_{n-1} = x_n + C_{n-1}u \\
\dot{x}_n = -B_0x_1 - B_1x_2 - B_2x_3 - \cdots - B_{n-1}x_n + C_nu
\end{array}
\]

(2.13)

Hence the matrix form of the state variable equations is:

\[
\begin{pmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\vdots \\
\dot{x}_{n-1} \\
\dot{x}_n
\end{pmatrix} = 
\begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
-B_0 & -B_1 & -B_2 & \cdots & -B_{n-1}
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
\vdots \\
x_{n-1} \\
x_n
\end{pmatrix} +
\begin{pmatrix}
C_1 \\
C_2 \\
\vdots \\
C_{n-1} \\
C_n
\end{pmatrix}
\begin{pmatrix}
u
\end{pmatrix}
\]

(2.14)

\[
y = (1 \ 0 \ \cdots \ 0 \ 0)
\begin{pmatrix}
x_1 \\
x_2 \\
\vdots \\
x_{n-1} \\
x_n
\end{pmatrix} + A_nu
\]

(2.15)

This is the formulation used in PSCAD/EMTDC for control transfer functions.

### 2.2.1.2 Controller canonical form

This alternative, sometimes called the phase variable form [3], is derived from equation 2.8 by dividing the numerator by the denominator to get a constant ($A_n$) and a remainder, which is now a strictly proper rational function (i.e. the numerator order
is less than the denominator’s) [4]. This gives

\[
G(s) = A_n + \frac{(A_0 - B_0 A_n) + (A_1 - B_1 A_n) s + (A_2 - B_2 A_n) s^2 + \cdots + (A_{n-1} - B_{n-1} A_n) s^{n-1}}{B_0 + B_1 s + B_2 s^2 + B_3 s^3 + \cdots + B_{n-1} s^{n-1} + s^n}
\]

(2.16)

or

\[
G(s) = A_n + \frac{Y_R(s)}{U(s)}
\]

(2.17)

where

\[
Y_R(s) = U(s)
\]

\times \frac{(A_0 - B_0 A_n) + (A_1 - B_1 A_n) s + (A_2 - B_2 A_n) s^2 + \cdots + (A_{n-1} - B_{n-1} A_n) s^{n-1}}{B_0 + B_1 s + B_2 s^2 + B_3 s^3 + \cdots + B_{n-1} s^{n-1} + s^n}
\]

Equating 2.16 and 2.17 and rearranging gives:

\[
Q(s) = \frac{U(s)}{B_0 + B_1 s + B_2 s^2 + B_3 s^3 + \cdots + B_{n-1} s^{n-1} + s^n}
\]

\[
= \frac{Y_R(s)}{(A_0 - B_0 A_n) + (A_1 - B_1 A_n) s + (A_2 - B_2 A_n) s^2 + \cdots + (A_{n-1} - B_{n-1} A_n) s^{n-1}}
\]

(2.18)

From equation 2.18 the following two equations are obtained:

\[
s^n Q(s) = U(s) - B_0 Q(s) - B_1 s Q(s) - B_2 s^2 Q(s) - B_3 s^3 Q(s) - \cdots - B_{n-1} s^{n-1} Q(s)
\]

(2.19)

\[
Y_R(s) = (A_0 - B_0 A_n) Q(s) + (A_1 - B_1 A_n) s Q(s) + (A_2 - B_2 A_n) s^2 Q(s) + \cdots + (A_{n-1} - B_{n-1} A_n) s^{n-1} Q(s)
\]

(2.20)

Taking as the state variables

\[
X_1(s) = Q(s)
\]

(2.21)

\[
X_2(s) = s Q(s) = s X_1(s)
\]

(2.22)

\[
\vdots
\]

\[
X_n(s) = s^{n-1} Q(s) = s X_{n-1}(s)
\]

(2.23)
and replacing the operator $s$ in the $s$-plane by the differential operator in the time domain:

$$\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= x_3 \\
&\vdots \\
\dot{x}_{n-1} &= x_n
\end{align*}$$

(2.24)

The last equation for $\dot{x}_n$ is obtained from equation 2.19 by substituting in the state variables from equations 2.21–2.23 and expressing $sX_n(s) = s^n Q(S)$ as:

$$sX_n(s) = U(s) - B_0 x_1(s) - B_1 x_2(s) + B_3 s^3 x_3(s) - \cdots - B_{n-1} x_n(s)$$

(2.25)

The time domain equivalent is:

$$\dot{x}_n = u - B_0 x_1 - B_2 x_2 - B_3 x_3 + \cdots - B_{n-1} x_n$$

(2.26)

Therefore the matrix form of the state equations is:

$$\begin{pmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\vdots \\
\dot{x}_{n-1} \\
\dot{x}_n
\end{pmatrix} =
\begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
-B_0 & -B_1 & -B_2 & \cdots & -B_{n-1}
\end{bmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
\vdots \\
x_{n-1} \\
x_n
\end{pmatrix}
+ \begin{pmatrix}
0 \\
0 \\
\vdots \\
0 \\
1
\end{pmatrix} u$$

(2.27)

Since $Y(s) = A_n U(s) + Y_R(s)$, equation 2.20 can be used to express $Y_R(s)$ in terms of the state variables, yielding the following matrix equation for $Y$:

$$y = ((A_0 - B_0 A_n) \ A_1 - B_1 A_n) \ \cdots \ (A_{n-1} - B_{n-1} A_n))
\begin{pmatrix}
x_1 \\
x_2 \\
\vdots \\
x_{n-1} \\
x_n
\end{pmatrix} + A_0 u$$

(2.28)

### 2.2.1.3 Observer canonical form

This is sometimes referred to as the nested integration method [2]. This form is obtained by multiplying both sides of equation 2.8 by $D(s)$ and collecting like terms in $s^k$, to get the equation in the form $D(s)Y(s) - N(s)U(s) = 0$, i.e.

$$s^n (Y(s) - A_n U(s)) + s^{n-1} (B_{n-1} Y(s) - A_{n-1} U(s)) + \cdots + s (B_1 Y(s) - A_1 U(s)) + (B_0 Y(s) - A_0 U(s)) = 0$$

(2.29)
Dividing both sides of equation 2.29 by $s^n$ and rearranging gives:

$$Y(s) = A_n U(s) + \frac{1}{s}(A_{n-1} U(s) - B_{n-1} Y(s)) + \cdots$$
$$+ \frac{1}{s^{n-1}}(A_1 U(s) - B_1 Y(s)) + \frac{1}{s^n}(A_0 U(s) - B_0 Y(s))$$

(2.30)

Choosing as state variables:

$$X_1(s) = \frac{1}{s}(A_0 U(s) - B_0 Y(s))$$
$$X_2(s) = \frac{1}{s}(A_1 U(s) - B_1 Y(s) + X_1(s))$$

$$\vdots$$
$$X_n(s) = \frac{1}{s}(A_{n-1} U(s) - B_{n-1} Y(s) + X_{n-1}(s))$$

the output equation is thus:

$$Y(s) = A_n U(s) + X_n(s)$$

(2.32)

Equation 2.32 is substituted into equation 2.31 to remove the variable $Y(s)$ and both sides multiplied by $s$. The inverse Laplace transform of the resulting equation yields:

$$\begin{align*}
\dot{x}_1 &= -B_0 x_n + (A_0 - B_0 A_n)u \\
\dot{x}_2 &= x_1 - B_1 x_n + (A_1 - B_1 A_n)u \\
&\vdots \\
\dot{x}_{n-1} &= x_{n-2} - B_{n-2} x_n + (A_{n-2} - B_{n-2} A_n)u \\
\dot{x}_n &= x_{n-1} - B_{n-1} x_n + (A_{n-1} - B_{n-1} A_n)u
\end{align*}$$

(2.33)

The matrix equations are:

$$
\begin{pmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\vdots \\
\dot{x}_{n-1} \\
\dot{x}_n
\end{pmatrix} =
\begin{bmatrix}
0 & 0 & \cdots & 0 & -B_0 \\
1 & 0 & \cdots & 0 & -B_1 \\
0 & 1 & \cdots & 0 & -B_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & -B_{n-1}
\end{bmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
\vdots \\
x_{n-1} \\
x_n
\end{pmatrix} +
\begin{pmatrix}
A_0 - B_0 A_n \\
A_1 - B_1 A_n \\
A_2 - B_2 A_n \\
\vdots \\
A_{n-1} - B_{n-1} A_n
\end{pmatrix} u
$$

(2.34)

$$y = (0 \ 0 \ \cdots \ 0 \ 1) \begin{pmatrix} x_1 \\ x_2 \\ \vdots \\ x_{n-1} \\ x_n \end{pmatrix} + A_n u$$

(2.35)
2.2.1.4 Diagonal canonical form

The diagonal canonical or Jordan form is derived by rewriting equation 2.7 as:

\[
G(s) = \frac{A_0 + A_1 s + A_2 s^2 + A_3 s^3 + \cdots + A_N s^N}{(s - \lambda_1)(s - \lambda_2)(s - \lambda_3) \cdots (s - \lambda_n)} = \frac{Y(s)}{U(s)} \tag{2.36}
\]

where \( \lambda_k \) are the poles of the transfer function. By partial fraction expansion:

\[
G(s) = \frac{r_1}{(s - \lambda_1)} + \frac{r_2}{(s - \lambda_2)} + \frac{r_3}{(s - \lambda_3)} + \cdots + \frac{r_n}{(s - \lambda_n)} + D \tag{2.37}
\]

or

\[
G(s) = \frac{Y(s)}{U(s)} = \frac{r_1}{U(s)} + \frac{r_2}{U(s)} + \frac{r_3}{U(s)} + \cdots + \frac{r_n}{U(s)} + D \tag{2.38}
\]

where

\[
p_i = \frac{U(s)}{(s - \lambda_i)}, \quad D = \begin{cases} A_n, & N = n \\
0, & N < n \end{cases} \tag{2.39}
\]

which gives

\[
Y(s) = r_1 p_1 + r_2 p_2 + r_3 p_3 + \cdots + r_n p_n + DU(s) \tag{2.40}
\]

In the time domain equation 2.39 becomes:

\[
\dot{p}_i = \lambda_i p_i + u \tag{2.41}
\]

and equation 2.40:

\[
y = \sum_{i=1}^{n} r_i p_i + Du \tag{2.42}
\]

for \( i = 1, 2, \ldots, n \); or, in compact matrix notation,

\[
\dot{p} = [\lambda]p + [\beta]u \tag{2.43}
\]

\[
y = [C]p + Du \tag{2.44}
\]

where

\[
[\lambda] = \begin{bmatrix} \lambda_1 & 0 & \cdots & 0 \\
0 & \lambda_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \lambda_n \end{bmatrix}, \quad [\beta] = \begin{bmatrix} 1 \\
1 \\
\vdots \\
1 \end{bmatrix}, \quad [C] = \begin{bmatrix} r_1 \\
r_2 \\
\vdots \\
r_n \end{bmatrix}
\]

and the \( \lambda \) terms in the Jordans' form are the eigenvalues of the matrix \([A]\).
2.2.1.5 Uniqueness of formulation

The state variable realisation is not unique; for example another possible state variable form for equation 2.36 is:

\[
\begin{pmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\vdots \\
\dot{x}_n
\end{pmatrix} = 
\begin{bmatrix}
-B_{n-1} & 1 & 0 & \cdots & 0 \\
-B_{n-2} & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-B_1 & 0 & 0 & \cdots & 1 \\
-B_0 & 0 & 0 & \cdots & 0
\end{bmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
\vdots \\
x_D
\end{pmatrix} + 
\begin{bmatrix}
A_{n-1} - B_{n-1}A_n \\
A_{n-2} - B_{n-2}A_n \\
\vdots \\
A_1 - B_1A_n \\
A_0 - B_0A_n
\end{bmatrix}
\begin{pmatrix}
u
\end{pmatrix} \quad (2.45)
\]

However the transfer function is unique and is given by:

\[H(s) = [C](sI - [A])^{-1} [B] + [D] \quad (2.46)\]

For low order systems this can be evaluated using:

\[(sI - [A])^{-1} = \frac{\text{adj}(sI - [A])}{|sI - [A]|} \quad (2.47)\]

where \([I]\) is the identity matrix.

In general a non-linear network will result in equations of the form:

\[
\dot{x} = [A]x + [B]u + [B_1]\dot{u} + ([B_2]\ddot{u} + \cdots) \\
y = [C]x + [D]u + [D_1]\dot{u} + ([D_2]\ddot{u} + \cdots) \quad (2.48)
\]

For linear RLC networks the derivative of the input can be removed by a simple change of state variables, i.e.

\[x' = x - [B_1]u \quad (2.49)\]

The state variable equations become:

\[
\dot{x}' = [A]x' + [B]u \quad (2.50) \\
y = [C]x' + [D]u \quad (2.51)
\]

However in general non-linear networks the time derivative of the forcing function appears in the state and output equations and cannot be readily eliminated.

Generally the differential equations for a circuit are of the form:

\[[M]\dot{x} = [A(0)]x + [B(0)]u + ([B(0)]\dot{u}) \quad (2.52)\]

To obtain the normal form, both sides are multiplied by the inverse of \([M]^{-1}\), i.e.

\[
\dot{x} = [M]^{-1}[A(0)]x + [M]^{-1}[B(0)]u + ([M]^{-1}[B(0)]\dot{u}) \\
= [A]x + [B]u + ([B_1]\dot{u}) \quad (2.53)
\]
2.2.1.6 Example

Given the transfer function:

\[
\frac{Y(s)}{U(s)} = \frac{s + 3}{s^2 + 3s + 2} = \frac{2}{(s + 1)} + \frac{-1}{(s + 2)}
\]

derive the alternative state variable representations described in sections 2.2.1.1–2.2.1.4.

Successive differentiation:

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
0 & 1 \\
-2 & -3
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix} + \begin{bmatrix}
1 \\
0
\end{bmatrix}u
\]

(2.54)

\[
y = \begin{bmatrix} 1 & 0 \end{bmatrix}
\begin{bmatrix} x_1 \\
x_2
\end{bmatrix}
\]

(2.55)

Controllable canonical form:

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
0 & 1 \\
-2 & -3
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix} + \begin{bmatrix}
0 \\
1
\end{bmatrix}u
\]

(2.56)

\[
y = \begin{bmatrix} 3 & 1 \end{bmatrix}
\begin{bmatrix} x_1 \\
x_2
\end{bmatrix}
\]

(2.57)

Observable canonical form:

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
0 & -2 \\
1 & -3
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix} + \begin{bmatrix}
3 \\
1
\end{bmatrix}u
\]

(2.58)

\[
y = \begin{bmatrix} 0 & 1 \end{bmatrix}
\begin{bmatrix} x_1 \\
x_2
\end{bmatrix}
\]

(2.59)

Diagonal canonical form:

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
-1 & 0 \\
0 & -2
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix} + \begin{bmatrix}
1 \\
1
\end{bmatrix}u
\]

(2.60)

\[
y = \begin{bmatrix} 2 & -1 \end{bmatrix}
\begin{bmatrix} x_1 \\
x_2
\end{bmatrix}
\]

(2.61)

Although all these formulations look different they represent the same dynamic system and their response is identical. It is left as an exercise to calculate \( H(s) = [C](s[I] - [A])^{-1}[B] + [D] \) to show they all represent the same transfer function.

2.2.2 Time domain solution of state equations

The Laplace transform of the state equation is:

\[
sX(s) - X(0+) = [A]X(s) + [B]U(s)
\]

(2.62)

Therefore

\[
X(s) = (s[I] - [A])^{-1}X(0+) + (s[I] - [A])^{-1}[B]U(s)
\]

(2.63)

where \([I]\) is the identity (or unit) matrix.
Then taking the inverse Laplace transform will give the time response. However the use of the Laplace transform method is impractical to determine the transient response of large networks with arbitrary excitation.

The time domain solution of equation 2.63 can be expressed as:

\[ x(t) = h(t)x(0+) + \int_{0}^{t} h(t - T)[B]u(T)\,dT \]  \hspace{1cm} (2.64)

or, changing the lower limit from 0 to \( t_0 \):

\[ x(t) = e^{[A](t-t_0)}x(t_0) + \int_{t_0}^{t} e^{[A](t-T)}[B]u(T)\,dT \]  \hspace{1cm} (2.65)

where \( h(t) \), the impulse response, is the inverse Laplace transform of the transition matrix, i.e. \( h(t) = L^{-1}((sI - [A])^{-1}) \).

The first part of equation 2.64 is the homogeneous solution due to the initial conditions. It is also referred to as the natural response or the zero-input response, as calculated by setting the forcing function to zero (hence the homogeneous case). The second term of equation 2.64 is the forced solution or zero-state response, which can also be expressed as the convolution of the impulse response with the source. Thus equation 2.64 becomes:

\[ x(t) = h(t)x(0+) + h(t) \otimes [B]u(t) \]  \hspace{1cm} (2.66)

Only simple analytic solutions can be obtained by transform methods, as this requires taking the inverse Laplace transform of the impulse response transfer function matrix, which is difficult to perform. The same is true for the method of variation of parameters where integrating factors are applied.

The time convolution can be performed by numerical calculation. Thus by application of an integration rule a difference equation can be derived. The simplest approach is the use of an explicit integration method (such that the value at \( t + \Delta t \) is only dependent on \( t \) values), however it suffers from the weaknesses of explicit methods. Applying the forward Euler method will give the following difference equation for the solution [5]:

\[ x(t + \Delta t) = e^{[A]\Delta t}x(t) + [A]^{-1}(e^{[A]\Delta t} - I)[B]u(t) \]  \hspace{1cm} (2.67)

As can be seen the difference equation involves the transition matrix, which must be evaluated via its series expansion, i.e.

\[ e^{[A]\Delta t} = I + [A]\Delta t + \frac{[A]^2\Delta t^2}{2!} + \frac{[A]^3\Delta t^3}{3!} + \cdots \]  \hspace{1cm} (2.68)

However this is not always straightforward and, even when convergence is possible, it may be very slow. Moreover, alternative terms of the series have opposite signs and these terms may have extremely high values.

The calculation of equation 2.68 may be aided by modal analysis. This is achieved by determining the eigenvalues and eigenvectors, hence the transformation matrix \([T]\), which will diagonalise the transition matrix i.e.

\[ \dot{z} = [T]^{-1}[A][T]z + [T]^{-1}[B]u = [S]z + [T]^{-1}[B]u \]  \hspace{1cm} (2.69)
where

$$z = [T]^{-1} x$$

$$[S] = \begin{bmatrix}
\lambda_1 & 0 & \cdots & 0 & 0 \\
0 & \lambda_2 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & \lambda_{n-1} & 0 \\
0 & 0 & \cdots & 0 & \lambda_n
\end{bmatrix}$$

and $\lambda_1, \ldots, \lambda_n$ are the eigenvalues of the matrix.

The eigenvalues provide information on time constants, resonant frequencies and stability of a system. The time constants of the system ($1/\Re(\lambda_{\min})$) indicate the length of time needed to reach steady state and the maximum time step that can be used. The ratio of the largest to smallest eigenvalues ($\lambda_{\max}/\lambda_{\min}$) gives an indication of the stiffness of the system, a large ratio indicating that the system is mathematically stiff.

An alternative method of solving equation 2.65 is the use of numerical integration. In this case, state variable analysis uses an iterative procedure (predictor–corrector formulation) to solve for each time period. An implicit integration method, such as the trapezoidal rule, is used to calculate the state variables at time $t$, however this requires the value of the state variable derivatives at time $t$. The previous time step values can be used as an initial guess and once an estimate of the state variables has been obtained using the trapezoidal rule, the state equation is used to update the estimate of the state variable derivatives.

No matter how the differential equations are arranged and manipulated into different forms, the end result is only a function of whether a numerical integration formula is substituted in (discussed in section 2.2.3) or an iterative solution procedure adopted.

2.2.3 Digital simulation of continuous systems

As explained in the introduction, due to the discrete nature of the digital process, a difference equation must be developed to allow the digital simulation of a continuous system. Also the latter must be stable to be able to perform digital simulation, which implies that all the $s$-plane poles are in the left-hand half-plane, as illustrated in Figure 2.1.

However, the stability of the continuous system does not necessarily ensure that the simulation equations are stable. The equivalent of the $s$-plane for continuous signals is the $z$-plane for discrete signals. In the latter case, for stability the poles must lie inside the unit circle, as shown in Figure 2.4 on page 32. Thus the difference equations must be transformed to the $z$-plane to assess their stability. Time delay effects in the way data is manipulated must be incorporated and the resulting $z$-domain representation used to determine the stability of the simulation equations.
A simple two-state variable system is used to illustrate the development of a difference equation suitable for digital simulation, i.e.

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix} +
\begin{bmatrix}
b_{11} \\
b_{21}
\end{bmatrix} u
\]

(2.70)

Applying the trapezoidal rule \((x_i(t) = x_i(t - \Delta t) + \Delta t/2(\dot{x}_i(t) + \dot{x}_i(t - \Delta t)))\) to the two rows of matrix equation 2.70 gives:

\[
x_1(t) = x_1(t - \Delta t) + \frac{\Delta t}{2} [a_{11}x_1(t) + a_{12}x_2(t) + b_{11}u(t) + a_{11}x_1(t - \Delta t) + a_{12}x_2(t - \Delta t) + b_{11}u(t - \Delta t)]
\]

(2.71)

\[
x_2(t) = x_2(t - \Delta t) + \frac{\Delta t}{2} [a_{21}x_1(t) + a_{22}x_2(t) + b_{21}u(t) + a_{21}x_1(t - \Delta t) + a_{22}x_2(t - \Delta t) + b_{21}u(t - \Delta t)]
\]

(2.72)
or in matrix form:

\[
\begin{bmatrix}
1 - \frac{\Delta t}{2} a_{11} & -\frac{\Delta t}{2} a_{12} \\
-\frac{\Delta t}{2} a_{21} & 1 - \frac{\Delta t}{2} a_{22}
\end{bmatrix}
\begin{bmatrix}
 x_1(t) \\
x_2(t)
\end{bmatrix}
= \begin{bmatrix}
1 + \frac{\Delta t}{2} a_{11} & \frac{\Delta t}{2} a_{12} \\
\frac{\Delta t}{2} a_{21} & 1 + \frac{\Delta t}{2} a_{22}
\end{bmatrix}
\begin{bmatrix}
 x_1(t - \Delta t) \\
x_2(t - \Delta t)
\end{bmatrix}
+ \begin{bmatrix}
\frac{\Delta t}{2} b_{11} \\
\frac{\Delta t}{2} b_{21}
\end{bmatrix}
(u(t) + u(t - \Delta t))
\] (2.73)

Hence the set of difference equations to be solved at each time point is:

\[
\begin{bmatrix}
 x_1(t) \\
x_2(t)
\end{bmatrix}
= \begin{bmatrix}
1 - \frac{\Delta t}{2} a_{11} & -\frac{\Delta t}{2} a_{12} \\
-\frac{\Delta t}{2} a_{21} & 1 - \frac{\Delta t}{2} a_{22}
\end{bmatrix}
\begin{bmatrix}
 x_1(t - \Delta t) \\
x_2(t - \Delta t)
\end{bmatrix}
+ \begin{bmatrix}
1 - \frac{\Delta t}{2} a_{11} & -\frac{\Delta t}{2} a_{12} \\
-\frac{\Delta t}{2} a_{21} & 1 - \frac{\Delta t}{2} a_{22}
\end{bmatrix}
\begin{bmatrix}
\frac{\Delta t}{2} b_{11} \\
\frac{\Delta t}{2} b_{21}
\end{bmatrix}
(u(t) + u(t - \Delta t))
\] (2.74)

This can be generalised for any state variable formulation by substituting the state equation \(\dot{x} = [A] x + [B] u\) into the trapezoidal equation i.e.

\[
x(t) = x(t - \Delta t) + \frac{\Delta t}{2} (\dot{x}(t) + \dot{x}(t - \Delta t))
\]

\[
= x(t - \Delta t) + \frac{\Delta t}{2} ([A] x(t) + [B] u(t) + [A] x(t - \Delta t) + [B] u(t - \Delta t))
\] (2.75)

Collecting terms in \(x(t), x(t - \Delta t), u(t)\) and \(u(t - \Delta t)\) gives:

\[
\left([I] - \frac{\Delta t}{2} [A]\right) x(t) = \left([I] + \frac{\Delta t}{2} [A]\right) x(t - \Delta t) + \frac{\Delta t}{2} [B] (u(t) + u(t - \Delta t))
\] (2.76)

Rearranging equation 2.76 to give \(x(t)\) in terms of previous time point values and present input yields:

\[
x(t) = \left([I] - \frac{\Delta t}{2} [A]\right)^{-1} \left([I] + \frac{\Delta t}{2} [A]\right) x(t - \Delta t)
+ \left([I] - \frac{\Delta t}{2} [A]\right)^{-1} \frac{\Delta t}{2} [B] (u(t) + u(t - \Delta t))
\] (2.77)

The structure of \([I] - \Delta t/2[A]\) depends on the formulation, for example with the successive differentiation approach (used in PSCAD/EMTDC for transfer function
representation) it becomes:

\[
\begin{bmatrix}
1 & -\frac{\Delta t}{2} & 0 & \cdots & 0 & 0 \\
0 & 1 & -\frac{\Delta t}{2} & \ddots & \vdots & \vdots \\
0 & 0 & 1 & \ddots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & -\frac{\Delta t}{2} & 0 \\
0 & 0 & 0 & \cdots & 1 & -\frac{\Delta t}{2} \\
-B_0 & -B_1 & -B_2 & \cdots & -B_{n-2} & -B_{n-1}
\end{bmatrix}
\]  
(2.78)

Similarly, the structure of \((I + \Delta t/2[A])\) is:

\[
\begin{bmatrix}
1 & \frac{\Delta t}{2} & 0 & \cdots & 0 & 0 \\
0 & 1 & \frac{\Delta t}{2} & \ddots & \vdots & \vdots \\
0 & 0 & 1 & \ddots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \frac{\Delta t}{2} & 0 \\
0 & 0 & 0 & \cdots & 1 & \frac{\Delta t}{2} \\
B_0 & B_1 & B_2 & \cdots & B_{n-2} & B_{n-1}
\end{bmatrix}
\]  
(2.79)

The EMTP program uses the following internal variables for TACS:

\[
x_1 = \frac{dy}{dt}, \ x_2 = \frac{dx_1}{dt}, \ \ldots, \ x_n = \frac{dx_{n-1}}{dt}  
\]  
(2.80)

\[
u_1 = \frac{du}{dt}, \ u_2 = \frac{du_1}{dt}, \ \ldots, \ u_N = \frac{du_{N-1}}{dt}  
\]  
(2.81)

Expressing this in the \(s\)-domain gives:

\[
x_1 = sy, \ x_2 = sx_1, \ \ldots, \ x_n = sdx_{n-1}  
\]  
(2.82)

\[
u_1 = su, \ u_2 = su_1, \ \ldots, \ u_N = su_{N-1}  
\]  
(2.83)

Using these internal variables the transfer function (equation 2.8) becomes the algebraic equation:

\[
b_0 y + b_1 x_1 + \cdots + b_n x_n = a_0 u + a_1 u_1 + \cdots + a_N u_N  
\]  
(2.84)

Equations 2.80 and 2.81 are converted to difference equations by application of the trapezoidal rule, i.e.

\[
x_i(t) = \frac{2}{\Delta t} x_{i-1}(t) - \left( x_i(t - \Delta t) + \frac{2}{\Delta t} x_{i-1}(t - \Delta t) \right)  
\]  
(2.85)

**History term**
for $i = 1, 2, \ldots, n$ and

\[
  u_k(t) = \frac{2}{\Delta t} u_{k-1}(t) - \left( u_k(t - \Delta t) + \frac{2}{\Delta t} u_{k-1}(t - \Delta t) \right) \quad \text{(2.86)}
\]

for $k = 1, 2, \ldots, N$.

To eliminate these internal variables, $x_n$ is expressed as a function of $x_{n-1}$, the latter as a function of $x_{n-2}, \ldots$ etc., until only $y$ is left. The same procedure is used for $u$. This process yields a single output–input relationship of the form:

\[
  c \cdot x(t) = d \cdot u(t) + \text{History}(t - \Delta t) \quad \text{(2.87)}
\]

After the solution at each time point is obtained, the $n$ History terms must be updated to derive the single History term for the next time point (equation 2.87), i.e.

\[
  \text{hist}_1(t) = d_1 u(t) - c_1 x(t) - \text{hist}_1(t - \Delta t) - \text{hist}_2(t - \Delta t)
\]

\[
  \vdots
\]

\[
  \text{hist}_i(t) = d_i u(t) - c_i x(t) - \text{hist}_i(t - \Delta t) - \text{hist}_{i+1}(t - \Delta t)
\]

\[
  \vdots
\]

\[
  \text{hist}_{n-1}(t) = d_{n-1} u(t) - c_{n-1} x(t) - \text{hist}_{n-1}(t - \Delta t) - \text{hist}_n(t - \Delta t)
\]

\[
  \text{hist}_n(t) = d_n u(t) - c_n x(t)
\]

where History (equation 2.87) is equated to $\text{hist}_1(t)$ in equation 2.88.

The coefficients $c_i$ and $d_i$ are calculated once at the beginning, from the coefficients $a_i$ and $b_i$. The recursive formula for $c_i$ is:

\[
  c_i = c_{i-1} + (-2)^i \left( \binom{i}{i} \left( \frac{2}{\Delta t} \right)^i b_i + \binom{i+1}{i} \left( \frac{2}{\Delta t} \right)^{i+1} b_{i+1} \right)
  \]

\[
  + \cdots + \binom{n}{i} \left( \frac{2}{\Delta t} \right)^n b_n \quad \text{(2.89)}
\]

where $\binom{n}{i}$ is the binomial coefficient.

The starting value is:

\[
  c_0 = \sum_{i=0}^{n} \left( \frac{2}{\Delta t} \right)^i b_i \quad \text{(2.90)}
\]
Similarly the recursive formula for \( d_i \) is:

\[
d_i = d_{i-1} + (-2)^i \left( \binom{i}{i} \left( \frac{2}{\Delta t} \right)^i a_i + \binom{i+1}{i} \left( \frac{2}{\Delta t} \right)^{i+1} a_{i+1} \right) + \cdots + \left( \binom{N}{i} \left( \frac{2}{\Delta t} \right)^N a_N \right)
\]

(2.91)

### 2.2.3.1 Example

Use the trapezoidal rule to derive the difference equation that will simulate the lead–lag control block:

\[
H(s) = \frac{100 + s}{500 + s} = \frac{1/5 + s/500}{1 + s/500}
\]

(2.92)

The general form is

\[
H(s) = \frac{a_0 + a_1 s}{1 + b_1 s} = \frac{A_0 + A_1 s}{B_0 + s}
\]

where \( a_0 = A_0/B_0 = 1/5, b_1 = 1/B_0 = 1/500 \) and \( a_1 = A_1/B_0 = 1/500 \) for this case. Using the successive differentiation formulation (section 2.2.1.1) the equations are:

\[
\dot{x}_1 = [-B_0]x_1 + [A_0 - B_0 A_1]u
\]

\[
y = [1]x_1 + [A_1]u
\]

Using equation 2.77 gives the difference equation:

\[
x_1(n\Delta t) = \frac{(1 - \Delta t B_0/2)}{(1 + \Delta t B_0/2)} x_1((n-1)\Delta t)
\]

\[
+ \frac{(\Delta t/2)(A_0 - B_0 A_1)}{(1 + \Delta t B_0/2)} (u(n\Delta t) + u((n-1)\Delta t))
\]

Substituting the relationship \( x_1 = y - A_1 u \) (equation 2.10) and rearranging yields:

\[
y(n\Delta t) = \frac{(1 - \Delta t B_0/2)}{(1 + \Delta t B_0/2)} y((n-1)\Delta t)
\]

\[
+ \frac{(\Delta t/2)(A_0 - B_0 A_1)}{(1 + \Delta t B_0/2)} (u(n\Delta t) + u((n-1)\Delta t))
\]

\[
- \frac{A_1 (1 - \Delta t B_0/2)}{(1 + \Delta t B_0/2)} u((n-1)\Delta t) + A_1 u(n\Delta t)
\]

Expressing the latter equation in terms of \( a_0, a_1 \) and \( b_1 \), then collecting terms in \( u(n\Delta t) \) and \( u((n-1)\Delta t) \) gives:

\[
y(n\Delta t) = \frac{(2b_1 - \Delta t)}{(2b_1 + \Delta t)} y((n-1)\Delta t)
\]

\[
+ \frac{(\Delta ta_0 + 2a_1)u(n\Delta t) + (\Delta ta_0 - 2a_1)u((n-1)\Delta t)}{(2b_1 + \Delta t)}
\]
The equivalence between the trapezoidal rule and the bilinear transform (shown in section 5.2) provides another method for performing numerical integrator substitution (NIS) as follows.

Using the trapezoidal rule by making the substitution \( s = \frac{2}{\Delta t}(1 - z^{-1})/(1 + z^{-1}) \) in the transfer function (equation 2.92):

\[
H(z) = \frac{Y(z)}{U(z)} = \frac{a_0 + a_1(2/\Delta t)(1 - z^{-1})/(1 + z^{-1})}{1 + b_1(2/\Delta t)(1 - z^{-1})/(1 + z^{-1})}
= \frac{a_0 \Delta t (1 + z^{-1}) + 2a_1 (1 - z^{-1})}{\Delta t (1 + z^{-1}) + 2b_1 (1 - z^{-1})}
= \frac{(a_0 \Delta t + 2a_1) + z^{-1} (a_0 \Delta t - 2a_1)}{(\Delta t + 2b_1) + z^{-1}(\Delta t - 2b_1)}
\]

(2.93)

Multiplying both sides by the denominator:

\[
Y(z)[(\Delta t + 2b_1) + z^{-1}(\Delta t - 2b_1)] = U(z)[(a_0 \Delta t + 2a_1) + z^{-1}(a_0 \Delta t - 2a_1)]
\]

and rearranging gives the input–output relationship:

\[
Y(z) = \frac{-(\Delta t - 2b_1)}{(\Delta t + 2b_1)} z^{-1} Y(z) + \frac{(a_0 \Delta t + 2a_1) + z^{-1}(a_0 \Delta t - 2a_1)}{(\Delta t + 2b_1)} U(z)
\]

Converting from the \( z \)-domain to the time domain produces the following difference equation:

\[
y(n/\Delta t) = \frac{(2b_1 - \Delta t)}{(2b_1 + \Delta t)} y((n - 1)/\Delta t)
+ \frac{(a_0 \Delta t + 2a_1)u(n/\Delta t) + (a_0 \Delta t - 2a_1)u((n - 1)/\Delta t)}{(\Delta t + 2b_1)}
\]

and substituting in the values for \( a_0, a_1 \) and \( b_1 \):

\[
y(n/\Delta t) = \frac{(0.004 - \Delta t)}{(0.004 + \Delta t)} y((n - 1)/\Delta t)
+ \frac{(0.2\Delta t + 0.004)u(n/\Delta t) + (0.2\Delta t - 0.004)u((n - 1)/\Delta t)}{(\Delta t + 0.004)}
\]

This is a simple first order function and hence the same result would be obtained by substituting expressions for \( \dot{y}(n/\Delta t) \) and \( \dot{y}((n - 1)/\Delta t) \), based on equation 2.92, into the trapezoidal rule (i.e. \( y(n/\Delta t) = y((n - 1)/\Delta t) + \Delta t/2(\dot{y}(n/\Delta t) + \dot{y}((n - 1)/\Delta t)) \)) i.e. from equation 2.92:

\[
\dot{y}(n/\Delta t) = -\frac{1}{b_1} x(n/\Delta t) + \frac{a_0}{b_1} u(n/\Delta t) + \frac{a_1}{b_1} \dot{u}(n/\Delta t)
\]

Figure 2.2 displays the step response of this lead–lag function for various lead time (\( a_1 \) values) constants, while Table 2.1 shows the numerical results for the first eight steps using a 50 \( \mu \)s time step.
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Figure 2.2  Step response of lead–lag function

Table 2.1  First eight steps for simulation of lead–lag function

<table>
<thead>
<tr>
<th>Time (ms)</th>
<th>0.01</th>
<th>0.0050</th>
<th>0.0033</th>
<th>0.0025</th>
<th>0.0020</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>494.0741</td>
<td>247.1605</td>
<td>164.8560</td>
<td>123.7037</td>
<td>99.0123</td>
</tr>
<tr>
<td>0.050</td>
<td>482.3685</td>
<td>241.5516</td>
<td>161.2793</td>
<td>121.1431</td>
<td>97.0614</td>
</tr>
<tr>
<td>0.100</td>
<td>470.9520</td>
<td>236.0812</td>
<td>157.7909</td>
<td>118.6458</td>
<td>95.1587</td>
</tr>
<tr>
<td>0.150</td>
<td>459.8174</td>
<td>230.7458</td>
<td>154.3887</td>
<td>116.2101</td>
<td>93.3029</td>
</tr>
<tr>
<td>0.200</td>
<td>448.9577</td>
<td>225.5422</td>
<td>151.0704</td>
<td>113.8345</td>
<td>91.4930</td>
</tr>
<tr>
<td>0.250</td>
<td>438.3662</td>
<td>220.4671</td>
<td>147.8341</td>
<td>111.5176</td>
<td>89.7277</td>
</tr>
<tr>
<td>0.300</td>
<td>428.0361</td>
<td>215.5173</td>
<td>144.6777</td>
<td>109.2579</td>
<td>88.0060</td>
</tr>
<tr>
<td>0.350</td>
<td>417.9612</td>
<td>210.6897</td>
<td>141.5993</td>
<td>107.0540</td>
<td>86.3269</td>
</tr>
<tr>
<td>0.400</td>
<td>408.1074</td>
<td>205.9753</td>
<td>138.6115</td>
<td>104.9488</td>
<td>84.6669</td>
</tr>
<tr>
<td>$G_{\text{eff}}$</td>
<td>4.94074</td>
<td>2.47160</td>
<td>1.64856</td>
<td>1.23704</td>
<td>0.99012</td>
</tr>
</tbody>
</table>

It should be noted that a first order lag function or an $RL$ branch are special forms of lead–lag, where $a_1 = 0$, i.e.

$$H(s) = \frac{1/R}{1 + sL/R} = \frac{G}{1 + s\tau}$$
Thus in this case substitution of \( b_1 = \tau = L/R \) and \( a_0 = 1/R \) produces the well known difference equation of an \( RL \) branch:

\[
y(n\Delta t) = \frac{(1 - \Delta t R/(2L))}{(1 + \Delta t R/(2L))} y((n - 1)\Delta t) \\
+ \frac{\Delta t/(2L)}{(1 + \Delta t R/(2L))} (u(n\Delta t) + u((n - 1)\Delta t))
\]
or in terms of \( G \) and \( \tau \)

\[
y(n\Delta t) = \frac{(1 - \Delta t/(2\tau))}{(1 + \Delta t/(2\tau))} y((n - 1)\Delta t) + \frac{(G\Delta t/(2\tau))}{(1 + \Delta t/(2\tau))} (u(n\Delta t) + u((n - 1)\Delta t))
\]

\section{2.3 Discrete systems}

A discrete system can be represented as a \( z \)-domain function, i.e.

\[
H(z) = \frac{Y(z)}{U(z)} = \frac{a_0 + a_1 z^{-1} + a_2 z^{-2} + \cdots + a_N z^{-N}}{1 + b_1 z^{-1} + b_2 z^{-2} + \cdots + b_n z^{-n}}
\]

When \( H(z) \) is such that \( a_i = 0 \) for \( i = 1, 2, \ldots, N \) but \( a_0 \neq 0 \) then equation 2.94 represents an all-pole model (i.e. no zeros), also called an autoregressive (AR) model, as the present output depends on the output at previous time points but not on the input at previous time points.

If \( b_i = 0 \) for \( i = 1, 2, \ldots, n \) except \( b_0 \neq 0 \), equation 2.94 represents an all-zero model (no poles) or moving average (MA), as the current output is an average of the previous (and present) input but not of the previous output. In digital signal processing this corresponds to a finite impulse response (FIR) filter.

If both poles and zeros exist then equation 2.94 represents an ARMA model, which in digital signal processing corresponds to an infinite impulse response (IIR) filter [6], i.e.

\[
U(z) \left( a_0 + a_1 z^{-1} + a_2 z^{-2} + \cdots + a_N z^{-N} \right) \\
= Y(z) \left( 1 + b_1 z^{-1} + b_2 z^{-2} + \cdots + b_n z^{-n} \right)
\]

\[
Y(z) = -Y(z) \left( b_1 z^{-1} + b_2 z^{-2} + \cdots + b_n z^{-n} \right) \\
+ u(z) \left( a_0 + a_1 z^{-1} + a_2 z^{-2} + \cdots + a_N z^{-N} \right)
\]

Transforming the last expression to the time domain, where \( y(k) \) represents the \( k \)th time point value of \( y \), gives:

\[
y(k) = - (b_1 y(k - 1) + b_2 y(k - 2) + \cdots + b_n y(k - n)) \\
+ (a_0 u_k + a_1 u(k - 1) + a_2 u(k - 2) + \cdots + a_N u(k - N))
\]
and rearranging to show the Instantaneous and History terms

\[
\begin{align*}
y(k) &= \overset{\text{Instantaneous}}{a_0 u(k)} + \\
&= a_1 u(k-1) + a_2 u(k-2) + \cdots + a_N u(k-N) - b_1 y(k-1) + a_2 y(k-2) + \cdots + a_n y(k-n) \\
&= \overset{\text{History term}}{(a_1 u(k-1) + a_2 u(k-2) + \cdots + a_N u(k-N) - b_1 y(k-1) + a_2 y(k-2) + \cdots + a_n y(k-n))}
\end{align*}
\]

This equation can then be represented as a Norton equivalent as depicted in Figure 2.3.

The state variable equations for a discrete system are:

\[
\begin{align*}
x(k+1) &= [A]x(k) + [B]u(k) \\
y(k+1) &= [C]x(k) + [D]u(k)
\end{align*}
\]

(2.99)  
(2.100)

Taking the z-transform of the state equations and combining them shows the equivalence with the continuous time counterpart. i.e.

\[
\begin{align*}
Y(z) &= H(Z)U(z) \\
H(z) &= [C](z[I] - [A])^{-1}[B] + [D]
\end{align*}
\]

(2.101)  
(2.102)

where \([I]\) is the identity matrix.

The dynamic response of a discrete system is determined by the pole positions, which for stability must be inside the unit circle in the \(z\)-plane. Figure 2.4 displays the impulse response for various pole positions.

Figure 2.3  Norton of a rational function in \(z\)-domain
2.4 Relationship of continuous and discrete domains

Figure 2.5 depicts the relationships between the continuous and discrete time processes as well as the s-domain and z-domain. Starting from the top left, in the time domain a continuous function can be expressed as a high order differential equation or a group of first order (state variable) equations. The equivalent of this exists in the discrete time case where the output can be related to the state at only the previous step and the input at the present and previous step. In this case the number of state variables, and hence equations, equals the order of the system. The alternative discrete time formulation is to express the output as a function of the output and input for a number of previous time steps (recursive formulation). In this case the number of previous time steps required equals the order of the system. To move from continuous time to discrete time requires a sampling process. The opposite process is a sample and hold.
Figure 2.5  Relationship between the domains

Turning to the right-hand side of the figure, the Laplace transform of a continuous function is expressed in the $s$-plane. It can be converted to a $z$-domain function by using an equation that relates $s$ to $z$. This equation is equivalent to numerical integrator substitution in the time domain and the equation will depend on the integration formula used. Note that when using an $s$-domain formulation (e.g. the state variable realisation $H(s) = [C](sI-[A])^{-1}[B]+[D]$), the solution requires a transition from the $s$ to
The \( z \)-domain is the discrete equivalent to the \( s \)-domain. Finally the \( z \)-transform and inverse \( z \)-transform are used to go between discrete time difference equations and a \( z \)-domain representation.

### 2.5 Summary

With the exceptions of a few auxiliary components, the electrical power system is a continuous system, which can be represented mathematically by a system of differential and algebraic equations.

A convenient form of these equations is the state variable formulation, in which a system of \( n \) first-order linear differential equations results from an \( n \)th order system. The state variable formulation is not unique and depends on the choice of state variables. The following state variable realisations have been described in this chapter: successive differentiation, controller canonical, observer canonical and diagonal canonical.

Digital simulation is by nature a discrete time process and can only provide solutions for the differential and algebraic equations at discrete points in time, hence this requires the formulation of discrete systems. The discrete representation can always be expressed as a difference equation, where the output at a new time point is calculated from the output at previous time points and the inputs at the present and previous time points.

### 2.6 References

Chapter 3
State variable analysis

3.1 Introduction

State variables are the parameters of a system that completely define its energy storage state. State variable analysis was the dominant technique in transient simulation prior to the appearance of the numerical integration substitution method.

Early state variable programs used the ‘central process’ method [1] that breaks the switching operation down into similar consecutive topologies. This method requires many subroutines, each solving the set of differential equations arising from a particular network topology. It has very little versatility, as only coded topologies can be simulated, thus requiring a priori knowledge of all possible circuit configurations.

The application of Kron’s tensor techniques [2] led to an elegant and efficient method for the solution of systems with periodically varying topology, such as an a.c.–d.c. converter. Its main advantages are more general applicability and a logical procedure for the automatic assembly and solution of the network equations. Thus the programmer no longer needs to be aware of all the sets of equations describing each particular topology.

The use of diakoptics, as proposed by Kron, considerably reduces the computational burden but is subject to some restrictions on the types of circuit topology that can be analysed. Those restrictions, the techniques used to overcome them and the computer implementation of the state variable method are considered in this chapter.

3.2 Choice of state variables

State variable (or state space) analysis represents the power system by a set of first order differential equations, which are then solved by numerical integration. Although the inductor current and capacitor voltage are the state variables normally chosen in textbooks, it is better to use the inductor’s flux linkage (\( \phi \)) and capacitor’s charge (\( Q \)). Regardless of the type of numerical integration used, this variable selection reduces
the propagation of local truncation errors [3]. Also any non-linearities present in the $Q-V$ or $\phi-I$ characteristics can be modelled more easily.

The solution requires that the number of state variables must be equal to the number of independent energy-storage elements (i.e. independent inductors and capacitors). Therefore it is important to recognise when inductors and capacitors in a network are dependent or independent.

The use of capacitor charge or voltage as a state variable creates a problem when a set of capacitors and voltage sources forms a closed loop. In this case, the standard state variable formulation fails, as one of the chosen state variables is a linear combination of the others. This is a serious problem as many power system elements exhibit this property (e.g. the transmission line model). To overcome this problem the TCS (Transient Converter Simulation) program [4] uses the charge at a node rather than the capacitor’s voltage as a state variable.

A dependent inductor is one with a current which is a linear combination of the current in $k$ other inductors and current sources in the system. This is not always obvious due to the presence of the intervening network; an example of the difficulty is illustrated in Figure 3.1, where it is not immediately apparent that inductors 3, 4, 5, 6 and the current source form a cutset [5].

When only inductive branches and current sources are connected to a radial node, if the initialisation of state variables is such that the sum of the currents at this radial node was non-zero, then this error will remain throughout the simulation. The use of a phantom current source is one method developed to overcome the problem [6].

![Figure 3.1 Non-trivial dependent state variables](image-url)
Another approach is to choose an inductor at each node with only inductors connected to it, and make its flux a dependent rather than a state variable.

However, each method has some disadvantage. For instance the phantom current source can cause large voltage spikes when trying to compensate for the inaccurate initial condition. The partition of the inductor fluxes into state and dependent variables is complicated and time consuming. An inductor can still be dependent even if it is not directly connected to a radial node of inductive branches when there is an intervening resistor/capacitor network.

The identification of state variables can be achieved by developing a node–branch incidence matrix, where the branches are ordered in a particular pattern (e.g. current sources, inductors, voltage sources, capacitors, resistors) and Gaussian elimination performed. The resulting staircase columns represent state variables [3]. However, the computation required by this identification method has to be performed every time the system topology changes. It is therefore impractical when frequently switching power electronic components are present. One possible way to reduce the computation burden is to separate the system into constant and frequently switching parts, using voltage and current sources to interface the two [7].

Two state variable programs ATOSEC [8] and TCS (Transient Converter Simulator) [9], written in FORTRAN, have been used for system studies, the former for power electronic systems and the latter for power systems incorporating HVDC transmission. A toolkit for MATLAB using state variable techniques has also been developed.

3.3 Formation of the state equations

As already explained, the simplest method of formulating state equations is to accept all capacitor charges and inductor fluxes as state variables. Fictitious elements, such as the phantom current source and resistors are then added to overcome the dependency problem without affecting the final result significantly. However the elimination of the dependent variables is achieved more effectively with the transform and graph theory methods discussed in the sections that follow.

3.3.1 The transform method

A linear transformation can be used to reduce the number of state variables. The change from capacitor voltage to charge at the node, mentioned in section 3.2, falls within this category. Consider the simple loop of three capacitors shown in Figure 3.2, where the charge at the nodes will be defined, rather than the capacitor charge.

The use of a linear transformation changes the $[C]$ matrix from a $3 \times 3$ matrix with only diagonal elements to a full $2 \times 2$ matrix. The branch–node incidence matrix, $K_{bn}^t$, is:

$$K_{bn}^t = \begin{bmatrix} 1 & 0 \\ 1 & -1 \\ 0 & 1 \end{bmatrix}$$

(3.1)
and the equation relating the three state variables to the capacitor voltages:

\[
\begin{bmatrix}
q_1 \\
q_2 \\
q_3
\end{bmatrix} =
\begin{bmatrix}
C_1 & 0 & 0 \\
0 & C_2 & 0 \\
0 & 0 & C_3
\end{bmatrix}
\begin{bmatrix}
v_1 \\
v_2 \\
v_3
\end{bmatrix}
\] (3.2)

Using the connection between node and capacitor charges (i.e. equation 3.1):

\[
\begin{bmatrix}
q_a \\
q_b
\end{bmatrix} =
\begin{bmatrix}
1 & 1 & 0 \\
0 & -1 & 1
\end{bmatrix}
\begin{bmatrix}
q_1 \\
q_2 \\
q_3
\end{bmatrix}
\] (3.3)

and

\[
\begin{bmatrix}
v_1 \\
v_2 \\
v_3
\end{bmatrix} =
\begin{bmatrix}
1 & 0 & 1 \\
1 & -1 & 0 \\
0 & 1 & 1
\end{bmatrix}
\begin{bmatrix}
v_a \\
v_b
\end{bmatrix}
\] (3.4)

Substituting equations 3.2 and 3.4 in 3.3 yields:

\[
\begin{bmatrix}
q_a \\
q_b
\end{bmatrix} =
\begin{bmatrix}
C_1 & C_2 & 0 \\
0 & -C_2 & C_3
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 1 \\
1 & -1 & 0 \\
0 & 1 & 1
\end{bmatrix}
\begin{bmatrix}
v_a \\
v_b
\end{bmatrix} =
\begin{bmatrix}
C_1 + C_2 & -C_2 \\
-C_2 & C_2 + C_3
\end{bmatrix}
\begin{bmatrix}
v_a \\
v_b
\end{bmatrix}
\] (3.5)

Use of this transform produces a minimum set of state variables, and uses all the capacitor values at each iteration in the integration routine. However, there is a restriction on the system topology that can be analysed, namely all capacitor subnetworks must contain the reference node. For example, the circuit in Figure 3.3 (a) cannot be analysed, as this method defines two state variables and the \([C]\) matrix is singular and cannot be inverted. i.e.

\[
\begin{bmatrix}
q_a \\
q_b
\end{bmatrix} =
\begin{bmatrix}
C_1 & -C_1 \\
-C_1 & C_1
\end{bmatrix}
\begin{bmatrix}
v_a \\
v_b
\end{bmatrix}
\] (3.6)

This problem can be corrected by adding a small capacitor, \(C_2\), to the reference node (ground) as shown in Figure 3.3 (b). Thus the new matrix equation becomes:

\[
\begin{bmatrix}
q_a \\
q_b
\end{bmatrix} =
\begin{bmatrix}
C_1 + C_2 & -C_1 \\
-C_1 & C_1
\end{bmatrix}
\begin{bmatrix}
v_a \\
v_b
\end{bmatrix}
\] (3.7)
However this creates a new problem because $C_2$ needs to be very small so that it does not change the dynamics of the system, but this results in a small determinant for the $[C]$ matrix, which in turn requires a small time step for the integration routine to converge.

More generally, an initial state equation is of the form:

$$[M(0)]\dot{x}(0) = [A(0)]x(0) + [B(0)]u + [B_1(0)]\dot{u}$$  \hspace{1cm} (3.8)

where the vector $x(0)$ comprises all inductor fluxes and all capacitor charges. Equation 3.8 is then reduced to the normal form, i.e.

$$\dot{x}(0) = [A]x + [B]u + ([B_1]\dot{u} \ldots)$$ \hspace{1cm} (3.9)

by eliminating the dependent variables.

From equation 3.8 the augmented coefficient matrix becomes:

$$[M(0), A(0), B(0)]$$ \hspace{1cm} (3.10)
Elementary row operations are performed on the augmented coefficient matrix to reduce it to echelon form \([3]\). If \(M(0)\) is non-singular the result will be an upper triangular matrix with non-zero diagonal elements. Further elementary row operations will reduce \(M(0)\) to the identity matrix. This is equivalent to pre-multiplying equation 3.10 by \(M^{-1}(0)\), i.e., reducing it to the form

\[
[I, \ A, \ B]
\]  

(3.11)

If in the process of reducing to row echelon form the \(j^{th}\) row in the first block becomes a row of all zeros then \(M(0)\) was singular. In this case three conditions can occur.

- The \(j^{th}\) row in the other two submatrices are also zero, in which case the network has no unique solution as there are fewer constraint equations than unknowns.
- The \(j^{th}\) row elements in the second submatrix \((A)\) are zero, which gives an inconsistent network, as the derivatives of state variables relate only to input sources, which are supposed to be independent.
- The \(j^{th}\) row elements in the second submatrix (originally \([A(0)]\)) are not zero (regardless of the third submatrix). Hence the condition is \([0, 0, \ldots, 0]x = [a_{j1}, a_{j2}, \ldots, a_{jn}]x + [b_{j1}, b_{j2}, \ldots, b_{jm}]u\). In this case there is at least one non-zero value \(a_{jk}\), which allows state variable \(x_k\) to be eliminated. Rearranging the equation associated with the \(k^{th}\) row of the augmented matrix 3.10 gives:

\[
x_k = -\frac{1}{a_{jk}}(a_{j1}x_1 + a_{j2}x_2 + \cdots + a_{jk-1}x_{k-1} + a_{jk+1}x_{k+1} + \cdots + a_{jn}x_n
+ b_{j1}u_1 + b_{j2}u_2 + \cdots + b_{jm}u_m)
\]

(3.12)

Substituting this for \(x_k\) in equation 3.8 and eliminating the equation associated with \(\dot{x}_k\) yields:

\[
[M(1)]\dot{x}_{(1)} = [A(1)]x_{(1)} + [B(1)]u + [B(1)]\dot{u}
\]

(3.13)

This process is repeatedly applied until all variables are linearly independent and hence the normal form of state equation is achieved.

### 3.3.2 The graph method

This method solves the problem in two stages. In the first stage a tree, \(T\), is found with a given preference to branch type and value for inclusion in the tree. The second stage forms the loop matrix associated with the chosen tree \(T\).

The graph method determines the minimal and optimal state variables. This can be achieved either by:

(i) elementary row operations on the connection matrix, or
(ii) path search through a connection table.

The first approach consists of rearranging the rows of the incidence (or connection) matrix to correspond to the preference required, as shown in Figure 3.4. The dimension of the incidence matrix is \(n \times b\), where \(n\) is the number of nodes (excluding the
reference) and $b$ is the number of branches. The task is to choose $n$ branches that correspond to linearly independent columns in $[K]$, to form the tree.

Since elementary row operations do not affect the linear dependence or independence of a set of columns, by reducing $[K]$ to echelon form through a series of elementary row operations the independent columns that are required to be part of the tree are easily found. The row echelon form is depicted in Figure 3.5. The branches above the step in the staircase (and immediately to the right of a vertical line) are linearly independent and form a tree. This method gives preference to branches to the left, therefore the closer to the left in the connection matrix the more likely a branch will be chosen as part of the tree. Since the ordering of the $n$ branches in the
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connection matrix influences which branches become part of the tree, elements are
grouped by type and within a type, by values, to obtain the best tree.

The net effect of identifying the dependent inductor fluxes and capacitor charges
is to change the state variable equations to the form:

\[
\dot{x} = [A]x + [B]u + [E]z \tag{3.14}
\]
\[
y = [C]x + [D]u + [F]z \tag{3.15}
\]
\[
z = [G]x + [H]u \tag{3.16}
\]

where

- \(u\) is the vector of input voltages and currents
- \(x\) is the vector of state variables
- \(y\) is the vector of output voltages and currents
- \(z\) is the vector of inductor fluxes (or currents) and capacitor charge (or voltages)
  that are not independent.

In equations 3.14–3.16 the matrices \([A], [B], [C], [D], [E], [F], [G]\) and \([H]\) are
the appropriate coefficient matrices, which may be non-linear functions of \(x\), \(y\) or \(z\)
and/or time varying.

The attraction of the state variable approach is that non-linearities which are
functions of time, voltage or current magnitude (i.e. most types of power system
non-linearities) are easily handled. A non-linearity not easily simulated is frequency-
dependence, as the time domain solution is effectively including all frequencies (up
to the Nyquist frequency) every time a time step is taken. In graph terminology
equation 3.14 can be restated as shown in Figure 3.6.
3.4 Solution procedure

Figure 3.7 shows the structure of the state variable solution. Central to the solution procedure is the numerical integration technique. Among the possible alternatives,
the use of implicit trapezoidal integration has gained wide acceptance owing to its
good stability, accuracy and simplicity [9], [10]. However, the calculation of the state
variables at time $t$ requires information on the state variable derivatives at that time.

As an initial guess the derivative at the previous time step is used, i.e.

$$\dot{x}_{n+1} = \dot{x}_n$$

An estimate of $x_{n+1}$ based on the $\dot{x}_{n+1}$ estimate is then made, i.e.

$$x_{n+1} = x_n + \frac{\Delta t}{2} (\dot{x}_n + \dot{x}_{n+1})$$

Finally, the state variable derivative $\dot{x}_{n+1}$ is estimated from the state equation, i.e.

$$\dot{x}_{n+1} = f(t + \Delta t, x_{n+1}, u_{n+1})$$

The last two steps are performed iteratively until convergence has been reached. The convergence criterion will normally include the state variables and their derivatives.

Usually, three to four iterations will be sufficient, with a suitable step length. An optimisation technique can be included to modify the nominal step length. The number of iterations are examined and the step size increased or decreased by 10 per cent, based on whether that number is too small or too large. If convergence fails, the step length is halved and the iterative procedure is restarted. Once convergence is reached, the dependent variables are calculated.

The elements of matrices $[A]$, $[B]$, $[C]$ and $[D]$ in Figure 3.7 are dependent
on the values of the network components $R$, $L$ and $C$, but not on the step length. Therefore there is no overhead in altering the step. This is an important property for
the modelling of power electronic equipment, as it allows the step length to be varied
to coincide with the switching instants of the converter valves, thereby eliminating
the problem of numerical oscillations due to switching errors.

### 3.5 Transient converter simulation (TCS)

A state space transient simulation algorithm, specifically designed for a.c.–d.c. sys-
tems, is TCS [4]. The a.c. system is represented by an equivalent circuit, the
parameters of which can be time and frequency dependent. The time variation may
be due to generator dynamics following disturbances or to component non-linear
characteristics, such as transformer magnetisation saturation.

A simple a.c. system equivalent shown in Figure 3.8 was proposed for use with
d.c. simulators [11]; it is based on the system short-circuit impedance, and the values
of $R$ and $L$ selected to give the required impedance angle. A similar circuit is used
as a default equivalent in the TCS program.

Of course this approach is only realistic for the fundamental frequency. Normally
in HVDC simulation only the impedances at low frequencies (up to the fifth harmonic)
are of importance, because the harmonic filters swamp the a.c. impedance at high frequencies. However, for greater accuracy, the frequency-dependent equivalents developed in Chapter 10 may be used.

### 3.5.1 Per unit system

In the analysis of power systems, per unit quantities, rather than actual values are normally used. This scales voltages, currents and impedances to the same relative order, thus treating each to the same degree of accuracy.

In dynamic analysis the instantaneous phase quantities and their derivatives are evaluated. When the variables change relatively rapidly large differences will occur between the order of a variable and its derivative. For example consider a sinusoidal function:

\[ x = A \cdot \sin(\omega t + \phi) \tag{3.17} \]

and its derivative

\[ \dot{x} = \omega A \cdot \cos(\omega t + \phi) \tag{3.18} \]

The relative difference in magnitude between \( x \) and \( \dot{x} \) is \( \omega \), which may be high. Therefore a base frequency \( \omega_0 \) is defined. All state variables are changed by this factor and this then necessitates the use of reactance and susceptance matrices rather than inductance and capacitance matrices,

\[
\Psi_k = \omega_0 \psi_k = (\omega_0 l_k) \cdot I_k = L_k \cdot I_k \tag{3.19}
\]

\[
Q_k = \omega_0 q_k = (\omega_0 c_k) \cdot V_k = C_k \cdot I_k \tag{3.20}
\]

where
- \( l_k \) is the inductance
- \( L_k \) the inductive reactance
- \( c_k \) is the capacitance
- \( C_k \) the capacitive susceptance
- \( \omega_0 \) the base angular frequency.

The integration is now performed with respect to electrical angle rather than time.
3.5.2 Network equations

The nodes are partitioned into three possible groups depending on what type of branches are connected to them. The nodes types are:

- α nodes: Nodes that have at least one capacitive branch connected
- β nodes: Nodes that have at least one resistive branch connected but no capacitive branch
- γ nodes: Nodes that have only inductive branches connected.

The resulting branch–node incidence (connection) matrices for the \( r \), \( l \) and \( c \) branches are \( K_{rn}^t \), \( K_{ln}^t \) and \( K_{cn}^t \) respectively. The elements in the branch–node incidence matrices are determined by:

\[
K_{bn}^t = \begin{cases} 
1 & \text{if node } n \text{ is the sending end of branch } b \\
-1 & \text{if node } n \text{ is the receiving end of branch } b \\
0 & \text{if } b \text{ is not connected to node } n 
\end{cases}
\]

Partitioning these branch–node incidence matrices on the basis of the above node types yields:

\[
K_{ln}^t = \begin{bmatrix} K_{l\alpha}^t & K_{l\beta}^t & K_{l\gamma}^t \end{bmatrix} \tag{3.21}
\]

\[
K_{rn}^t = \begin{bmatrix} K_{r\alpha}^t & K_{r\beta}^t & 0 \end{bmatrix} \tag{3.22}
\]

\[
K_{cn}^t = \begin{bmatrix} K_{c\alpha}^t & 0 & 0 \end{bmatrix} \tag{3.23}
\]

\[
K_{sn}^t = \begin{bmatrix} K_{s\alpha}^t & K_{s\beta}^t & K_{s\gamma}^t \end{bmatrix} \tag{3.24}
\]

The efficiency of the solution can be improved significantly by restricting the number of possible network configurations to those normally encountered in practice. The restrictions are:

1. capacitive branches have no series voltage sources
2. resistive branches have no series voltage sources
3. capacitive branches are constant valued (\( dC_c/dt = 0 \))
4. every capacitive branch subnetwork has at least one connection to the system reference (ground node)
5. resistive branch subnetworks have at least one connection to either the system reference or an α node.
6. inductive branch subnetworks have at least one connection to the system reference or an α or β node.

The fundamental branches that result from these restrictions are shown in Figure 3.9. Although the equations that follow are correct as they stand, with \( L \) and \( C \) being the inductive and capacitive matrices respectively, the TCS implementation uses instead the inductive reactance and capacitive susceptance matrices. As mentioned in the per unit section, this implies that the \( p \) operator (representing differentiation) relates to
Resistive branches

\[ I_r = R_r^{-1} \left( K_{ra}^t V_\alpha + K_{r\beta}^t V_\beta \right) \] (3.25)

Inductive branches

\[ E_l - p(L_l \cdot I_l) - R_l \cdot I_l + K_{la}^t V_\alpha + K_{l\beta}^t V_\beta + K_{l\gamma}^t V_\gamma = 0 \] (3.26)

or

\[ p \Psi_l = E_l - p(L_l) \cdot I_l - R_l \cdot I_l + K_{la}^t V_\alpha + K_{l\beta}^t V_\beta + K_{l\gamma}^t V_\gamma \] (3.27)

where \( \Psi_l = L_l \cdot I_l \).

Capacitive branches

\[ I_c = C_{cp} \left( K_{ca}^t V_\alpha \right) \] (3.28)

In deriving the nodal analysis technique Kirchhoff’s current law is applied, the resulting nodal equation being:

\[ K_{nc} I_c + K_{nr} I_r + K_{nl} I_l + K_{ns} I_s = 0 \] (3.29)

where \( I \) are the branch current vectors and \( I_s \) the current sources. Applying the node type definitions gives rise to the following equations:

\[ K_{\gamma l} I_l + K_{\gamma s} I_s = 0 \] (3.30)

or taking the differential of each side:

\[ K_{\gamma l} p(I_l) + K_{\gamma s} p(I_s) = 0 \] (3.31)

\[ K_{\beta r} I_r + K_{\beta l} I_l + K_{\beta s} I_s = 0 \] (3.32)
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\[ K_{ac} I_c + K_{ar} I_r + K_{al} I_l + K_{as} I_s = 0 \]  \tag{3.33}  

Pre-multiplying equation 3.28 by \( K_{ac}' \) and substituting into equation 3.33 yields:

\[ p(Q_\alpha) = -K_{al} I_l + K_{ar} I_r - K_{ar} I_r - K_{as} I_s \]  \tag{3.34}  

where

\[ Q_\alpha = C_\alpha V_\alpha \]

\[ C^{-1}_\alpha = \left( K_{ac} C C_{c\alpha} K_{ac}' \right)^{-1}. \]

The dependent variables \( V_\beta, V_\gamma \) and \( I_r \) can be entirely eliminated from the solution so only \( I_l, V_\alpha \) and the input variables are explicit in the equations to be integrated. This however is undesirable due to the resulting loss in computational efficiency even though it reduces the overall number of equations. The reasons for the increased computational burden are:

- loss of matrix sparsity
- incidence matrices no longer have values of \(-1, 0\) or \(1\). This therefore requires actual multiplications rather than simple additions or subtractions when calculating a matrix product.
- Some quantities are not directly available, making it time-consuming to recalculate if it is needed at each time step.

Therefore \( V_\beta, V_\gamma \) and \( I_r \) are retained and extra equations derived to evaluate these dependent variables. To evaluate \( V_\beta \) equation 3.25 is pre-multiplied by \( K_{\beta r} \) and then combined with equation 3.32 to give:

\[ V_\beta = -R_\beta \left( K_{\beta s} I_s + K_{\beta l} I_l + K_{\beta r} R^{-1}_r K_{r\alpha}' V_\alpha \right) \]  \tag{3.35}  

where \( R_\beta = (K_{\beta r} R^{-1}_r K_{r\beta}' )^{-1}. \)

Pre-multiplying equation 3.26 by \( K_{\gamma l} \) and applying to equation 3.31 gives the following expression for \( V_\gamma: \)

\[ V_\gamma = -L_\gamma K_{\gamma s} p(I_s) - L_\gamma K_{\gamma l} L^{-1}_\gamma \left( E_l - p(L_i) \cdot I_l - R_l I_l + K_{l\alpha} I_\alpha + K_{l\beta}' V_\beta \right) \]  \tag{3.36}  

where \( L_\gamma = (K_{\gamma l} L^{-1}_l K_{l\gamma}')^{-1} \) and \( I_r \) is evaluated by using equation 3.25.

Once the trapezoidal integration has converged the sequence of solutions for a time step is as follows: the state related variables are calculated followed by the dependent variables and lastly the state variable derivatives are obtained from the state equation. State related variables:

\[ I_l = L^{-1}_l \Psi_l \]  \tag{3.37}  

\[ V_\alpha = C^{-1}_\alpha Q_\alpha \]  \tag{3.38}
Dependent variables:

\[
V_\beta = -R_\beta \left( K_{\beta s} I_s + K_{\beta l} I_l + K_{\beta r} R^{-1} K_{r\alpha}^t V_\alpha \right) \tag{3.39}
\]

\[
I_r = R^{-1}_r \left( K_{r\alpha}^t V_\alpha + K_{r\beta}^t V_\beta \right) \tag{3.40}
\]

\[
V_\gamma = -L_\gamma K_{\gamma s} p(I_s) - L_\gamma K_{\gamma l} L^{-1} \left( E_l - p(L_l) \cdot I_l - R_l I_l + K_{l\alpha}^t V_\alpha + K_{l\beta}^t V_\beta \right) \tag{3.41}
\]

State equations:

\[
p \Psi_l = E_l - p(L_l) \cdot I_l - R_l \cdot I_l + K_{l\alpha}^t V_\alpha + K_{l\beta}^t V_\beta + K_{l\gamma}^t V_\gamma \tag{3.42}
\]

\[
p(Q) = -K_{al} I_l + K_{ar} I_r - K_{ar} I_r - K_{as} I_s \tag{3.43}
\]

where

\[
C_{\alpha}^{-1} = (K_{ac} C_{c} K_{t\alpha c})^{-1}
\]

\[
L_{\gamma} = (K_{\gamma l} L^{-1} K_{l\gamma})^{-1}
\]

\[
R_{\beta} = (K_{\beta r} R^{-1} K_{r\beta})^{-1}
\]

3.5.3 Structure of TCS

To reduce the data input burden TCS suggests an automatic procedure, whereby the collation of the data into the full network is left to the computer. A set of control parameters provides all the information needed by the program to expand a given component data and to convert it to the required form. The component data set contains the initial current information and other parameters relevant to the particular component.

For example, for the converter bridges this includes the initial d.c. current, the delay and extinction angles, time constants for the firing control system, the smoothing reactor, converter transformer data, etc. Each component is then systematically expanded into its elementary \( RLC \) branches and assigned appropriate node numbers. Cross-referencing information is created relating the system busbars to those node numbers. The node voltages and branch currents are initialised to their specific instantaneous phase quantities of busbar voltages and line currents respectively. If the component is a converter, the bridge valves are set to their conducting states from knowledge of the a.c. busbar voltages, the type of converter transformer connection and the set initial delay angle.

The procedure described above, when repeated for all components, generates the system matrices in compact form with their indexing information, assigns node numbers for branch lists and initialises relevant variables in the system.

Once the system and controller data are assembled, the system is ready to begin execution. In the data file, the excitation sources and control constraints are entered followed by the fault specifications. The basic program flow chart is shown in Figure 3.10. For a simulation run, the input could be either from the data file or from a previous snapshot (stored at the end of a run).
Figure 3.10 TCS flow chart
Simple control systems can be modelled by sequentially assembling the modular building blocks available. Control block primitives are provided for basic arithmetic such as addition, multiplication and division, an integrator, a differentiator, pole–zero blocks, limiters, etc. The responsibility to build a useful continuous control system is obviously left to the user.

At each stage of the integration process, the converter bridge valves are tested for extinction, voltage crossover and conditions for firing. If indicated, changes in the valve states are made and the control system is activated to adjust the phase of firing. Moreover, when a valve switching occurs, the network equations and the connection matrix are modified to represent the new conditions.

During each conduction interval the circuit is solved by numerical integration of the state space model for the appropriate topology, as described in section 3.4.

3.5.4 Valve switchings

The step length is modified to fall exactly on the time required for turning ON switches. As some events, such as switching of diodes and thyristors, cannot be predicted the solution is interpolated back to the zero crossing. At each switching instance two solutions are obtained one immediately before and the other immediately after the switch changes state.

Hence, the procedure is to evaluate the system immediately prior to switching by restricting the time step or interpolating back. The connection matrices are modified to reflect the switch changing state, and the system resolved for the same time point using the output equation. The state variables are unchanged, as inductor flux (or current) and capacitor charge (or voltage) cannot change instantaneously. Inductor voltage and capacitor current can exhibit abrupt changes due to switching.

**Figure 3.11 Switching in state variable program**
The time points produced are at irregular intervals with almost every consecutive time step being different. Furthermore, two solutions for the same time points do exist (as indicated in Figure 3.11). The irregular intervals complicate the post-processing of waveforms when an FFT is used to obtain a spectrum, and thus resampling and windowing is required. Actually, even with the regularly spaced time points produced by EMTP-type programs it is sometimes necessary to resample and use a windowed FFT. For example, simulating with a 50 μs time step a 60 Hz system causes errors because the period of the fundamental is not an integral multiple of the time step. (This effect produces a fictitious 2nd harmonic in the test system of ref [12].)

When a converter valve satisfies the conditions for conduction, i.e. the simultaneous presence of a sufficient forward voltage and a firing-gate pulse, it will be switched to the conduction state. If the valve forward voltage criterion is not satisfied the pulse is retained for a set period without upsetting the following valve.
Accurate prediction of valve extinctions is a difficult and time-consuming task which can degrade the solution efficiency. Sufficient accuracy is achieved by detecting extinctions after they have occurred, as indicated by valve current reversal; by linearly interpolating the step length to the instant of current zero, the actual turn-off instant is assessed as shown in Figure 3.12. Only one valve per bridge may be extinguished at any one time, and the earliest extinction over all the bridges is always chosen for the interpolation process. By defining the current \( I \) in the outgoing valve at the time of detection \( t \), when the step length of the previous integration step was \( \Delta t \), the instant of extinction \( t_x \) will be given by:

\[
t_x = t - \Delta tz
\]  

where

\[
z = \frac{i_t}{i_t - i_{t-\Delta t}}
\]

All the state variables are then interpolated back to \( t_x \) by

\[
v_x = v_t = z(v_t - v_{t-\Delta t})
\]  

The dependent state variables are then calculated at \( t_x \) from the state variables, and written to the output file. The next integration step will then begin at \( t_x \) with step length \( \Delta t \) as shown in Figure 3.12. This linear approximation is sufficiently accurate over periods which are generally less than one degree, and is computationally inexpensive. The effect of this interpolation process is clearly demonstrated in a case with an extended 1 ms time step in Figure 3.14 on page 55.

Upon switching any of the valves, a change in the topology has to be reflected back into the main system network. This is achieved by modifying the connection matrices. When the time to next firing is less than the integration step length, the integration time step is reduced to the next closest firing instant. Since it is not possible to integrate through discontinuities, the integration time must coincide with their occurrence. These discontinuities must be detected accurately since they cause abrupt changes in bridge-node voltages, and any errors in the instant of the topological changes will cause inexact solutions.

Immediately following the switching, after the system matrices have been reformed for the new topology, all variables are again written to the output file for time \( t_x \). The output file therefore contains two sets of values for \( t_x \), immediately preceding and after the switching instant. The double solution at the switching time assists in forming accurate waveshapes. This is specially the case for the d.c. side voltage, which almost contains vertical jump discontinuities at switching instants.

### 3.5.5 Effect of automatic time step adjustments

It is important that the switching instants be identified correctly, first for accurate simulations and, second, to avoid any numerical problems associated with such errors. This is a property of the algorithm rather than an inherent feature of the basic formulation. Accurate converter simulation requires the use of a very small time step,
where the accuracy is only achieved by correctly reproducing the appropriate discontinuities. A smaller step length is not only needed for accurate switching but also for the simulation of other non-linearities, such as in the case of transformer saturation, around the knee point, to avoid introducing hysteresis due to overstepping. In the saturated region and the linear regions, a larger step is acceptable.

On the other hand, state variable programs, and TCS in particular, have the facility to adapt to a variable step length operation. The dynamic location of a discontinuity will force the step length to change between the maximum and minimum step sizes. The automatic step length adjustment built into the TCS program takes into account most of the influencing factors for correct performance. As well as reducing the step length upon the detection of a discontinuity, TCS also reduces the forthcoming step in anticipation of events such as an incoming switch as decided by the firing controller, the time for fault application, closing of a circuit breaker, etc.

To highlight the performance of the TCS program in this respect, a comparison is made with an example quoted as a feature of the NETOMAC program [13]. The example refers to a test system consisting of an ideal 60 Hz a.c. system (EMF sources) feeding a six-pulse bridge converter (including the converter transformer and smoothing reactor) terminated by a d.c. source; the firing angle is 25 degrees. Figure 3.13 shows the valve voltages and currents for 50 μs and 1 ms (i.e. 1 and 21 degrees) time steps respectively. The system has achieved steady state even with steps 20 times larger.

The progressive time steps are illustrated by the dots on the curves in Figure 3.13(b), where interpolation to the instant of a valve current reversal is made and from which a half time step integration is carried out. The next step reverts back to the standard trapezoidal integration until another discontinuity is encountered.

A similar case with an ideal a.c. system terminated with a d.c. source was simulated using TCS. A maximum time step of 1 ms was used also in this case. Steady state waveforms of valve voltage and current derived with a 1 ms time step, shown in Figure 3.14, illustrate the high accuracy of TCS, both in detection of the switching

![Figure 3.13 NETOMAC simulation responses: (a) 50 μs time step; (b) 1 μs time step](image-url)
State variable analysis

Figure 3.14  TCS simulation with 1 ms time step

discontinuities and the reproduction of the 50 μs results. The time step tracing points are indicated by dots on the waveforms.

Further TCS waveforms are shown in Figure 3.15 giving the d.c. voltage, valve voltage and valve current at 50 μs and 1 ms.

In the NETOMAC case, extra interpolation steps are included for the 12 switchings per cycle in the six pulse bridge. For the 60 Hz system simulated with a 1 ms time step, a total of 24 steps per cycle can be seen in the waveforms of Figure 3.13(b), where a minimum of 16 steps are required. The TCS cases shown in Figure 3.15 have been simulated with a 50 Hz system. The 50 μs case of Figure 3.15(a) has an average of 573 steps per cycle with the minimum requirement of 400 steps. On the other hand, the 1 ms time step needed only an average of 25 steps per cycle. The necessary sharp changes in waveshape are derived directly from the valve voltages upon topological changes.

When the TCS frequency was increased to 60 Hz, the 50 μs case used fewer steps per cycle, as would be expected, resulting in 418 steps compared to a minimum required of 333 steps per cycle. For the 1 ms case, an average of 24 steps were required, as for the NETOMAC case.

The same system was run with a constant current control of 1.225 p.u., and after 0.5 s a d.c. short-circuit was applied. The simulation results with 50 μs and 1 ms step lengths are shown in Figure 3.16. This indicates the ability of TCS to track the solution and treat waveforms accurately during transient operations (even with such an unusually large time step).

3.5.6 TCS converter control

A modular control system is used, based on Ainsworth’s [14] phase-locked oscillator (PLO), which includes blocks of logic, arithmetic and transfer functions [15]. Valve firing and switchings are handled individually on each six-pulse unit. For twelve-pulse
units both bridges are synchronised and the firing controllers phase-locked loop is updated every 30 degrees instead of the 60 degrees used for the six-pulse converter.

The firing control mechanism is equally applicable to six or twelve-pulse valve groups; in both cases the reference voltages are obtained from the converter commutating bus voltages. When directly referencing to the commutating bus voltages any distortion in that voltage may result in a valve firing instability. To avoid this problem, a three-phase PLO is used instead, which attempts to synchronise the oscillator through a phase-locked loop with the commutating busbar voltages.

In the simplified diagram of the control system illustrated in Figure 3.17, the firing controller block (NPLO) consists of the following functional units:
Figure 3.16  Transient simulation with TCS for a d.c. short-circuit at 0.5 s: (a) 1 ms time step; (b) 50 μs time step

(i) a zero-crossing detector  
(ii) a.c. system frequency measurement  
(iii) a phase-locked oscillator  
(iv) firing pulse generator and synchronising mechanism  
(v) firing angle (α) and extinction angle (γ) measurement unit.

Zero-crossover points are detected by the change of sign of the reference voltages and multiple crossings are avoided by allowing a space between the crossings. Distortion in the line voltage can create difficulties in zero-crossing detection, and therefore the voltages are smoothed before being passed to the zero-crossing detector.
Three phase input voltages

Feedback control system

NPLO
Converter firing control system

VALFIR
Valve states

EXTNCT

Figure 3.17 Firing control mechanism based on the phase-locked oscillator

The time between two consecutive zero crossings, of the positive to negative (or negative to positive) going waveforms of the same phase, is defined here as the half-period time, $T/2$. The measured periods are smoothed through a first order real-pole lag function with a user-specified time constant. From these half-period times the a.c. system frequency is estimated every 60 degrees (30 degrees) for a six (12) pulse bridge.

Normally the ramp for the firing of a particular valve ($c(1), \ldots, c(6)$) starts from the zero-crossing points of the voltage waveforms across the valve. After $T/6$ time ($T/12$ for twelve pulse), the next ramp starts for the firing of the following valve in sequence.

It is possible that during a fault or due to the presence of harmonics in the voltage waveform, the firing does not start from the zero-crossover point, resulting in a synchronisation error, $B2$, as shown in Figure 3.18. This error is used to update the phase-locked oscillator which, in turn, reduces the synchronising error, approaching
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zero at the steady state condition. The synchronisation error is recalculated every 60 deg for the six-pulse bridge.

The firing angle order \( \alpha_{\text{order}} \) is converted to a level to detect the firing instant as a function of the measured a.c. frequency by

\[
T_0 = \frac{\alpha_{\text{order}} \text{(rad.)}}{f_{\text{ac}} \text{(p.u.)}}
\] (3.46)

As soon as the ramp \( c(n) \) reaches the set level specified by \( T_0 \), as shown in Figure 3.18, valve \( n \) is fired and the firing pulse is maintained for 120 degrees. Upon having sufficient forward voltage with the firing-pulse enabled, the valve is switched on and the firing angle recorded as the time interval from the last voltage zero crossing detected for this valve.

At the beginning of each time-step, the valves are checked for possible extinctions. Upon detecting a current reversal, a valve is extinguished and its extinction angle counter is reset. Subsequently, from the corresponding zero-crossing instant, its extinction angle is measured, e.g. at valve 1 zero crossing, \( \gamma_2 \) is measured, and so on. (Usually, the lowest gamma angle measured for the converter is fed back to the extinction angle controller.) If the voltage zero-crossover points do not fall on the time step boundaries, a linear interpolation is used to derive them. As illustrated in Figure 3.17, the NPLO block coordinates the valve-firing mechanism, and VALFIR receives the firing pulses from NPLO and checks the conditions for firing the valves. If the conditions are met, VALFIR switches on the next incoming valve and measures the firing angle, otherwise it calculates the earliest time for next firing to adjust the step length. Valve currents are checked for extinction in EXTNCT and interpolation of all state variables is carried out. The valve’s turn-on time is used to calculate the firing angle and the off time is used for the extinction angle.

By way of example, Figure 3.19 shows the response to a step change of d.c. current in the test system used earlier in this section.

### 3.6 Example

To illustrate the use of state variable analysis the simple \( RLC \) circuit of Figure 3.20 is used \( (R = 20.0 \Omega, L = 6.95 \text{ mH and } C = 1.0 \mu \text{F}) \), where the switch is closed at 0.1 ms. Choosing \( x_1 = v_C \) and \( x_2 = i_L \) then the state variable equation is:

\[
\begin{pmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{pmatrix} =
\begin{bmatrix}
0 & \frac{1}{C} \\
-1 & \frac{-R}{L}
\end{bmatrix}
\begin{pmatrix}
x_1 \\
x_2
\end{pmatrix} +
\begin{pmatrix}
0 \\
\frac{1}{L}
\end{pmatrix} E_S
\] (3.47)

The FORTRAN code for this example is given in Appendix G.1. Figure 3.21 displays the response from straight application of the state variable analysis using a 0.05 ms time step. The first plot compares the response with the analytic answer. The resonant frequency for this circuit is 1909.1 Hz (or a period of 0.5238 ms), hence having approximately 10 points per cycle. The second plot shows that the step length remained at
0.05 ms throughout the simulation and the third graph shows that 20–24 iterations were required to reach convergence. This is the worse case as increasing the nominal step length to 0.06 or 0.075 ms reduces the error as the algorithm is forced to step-halve (see Table 3.1). Figure 3.22 shows the resultant voltages and current in the circuit.

Adding a check on the state variable derivative substantially improves the agreement between the analytic and calculated responses so that there is no noticeable difference. Figure 3.23 also shows that the algorithm required the step length to be 0.025 in order to reach convergence of state variables and their derivatives.

Adding step length optimisation to the basic algorithm also improves the accuracy, as shown in Figure 3.24. Before the switch is closed the algorithm converges within one iteration and hence the optimisation routine increases the step length. As a result the first step after the switch closes requires more than 20 iterations and the optimisation routine starts reducing the step length until it reaches 0.0263 ms where it stays for the remainder of the simulation.
State variable analysis

Figure 3.21  State variable analysis with 50 μs step length

Table 3.1  State variable analysis error

<table>
<thead>
<tr>
<th>Condition</th>
<th>Maximum error (Volts)</th>
<th>Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case</td>
<td>0.0911</td>
<td>0.750</td>
</tr>
<tr>
<td>$\dot{x}_{\text{check}}$</td>
<td>0.0229</td>
<td>0.750</td>
</tr>
<tr>
<td>Optimised $\Delta t$</td>
<td>0.0499</td>
<td>0.470</td>
</tr>
<tr>
<td>Both Opt. $\Delta t$ and $\dot{x}_{\text{check}}$</td>
<td>0.0114</td>
<td>0.110</td>
</tr>
<tr>
<td>$\Delta t = 0.01$</td>
<td>0.0037</td>
<td>0.740</td>
</tr>
<tr>
<td>$\Delta t = 0.025$</td>
<td>0.0229</td>
<td>0.750</td>
</tr>
<tr>
<td>$\Delta t = 0.06$</td>
<td>0.0589</td>
<td>0.073</td>
</tr>
<tr>
<td>$\Delta t = 0.075$</td>
<td>0.0512</td>
<td>0.740</td>
</tr>
<tr>
<td>$\Delta t = 0.1$</td>
<td>0.0911</td>
<td>0.750</td>
</tr>
</tbody>
</table>

Combining both derivative of state variable checking and step length optimisation gives even better accuracy. Figure 3.25 shows that initially step-halving occurs when the switching occurs and then the optimisation routine takes over until the best step length is found.

A comparison of the error is displayed in Figure 3.26. Due to the uneven distribution of state variable time points, resampling was used to generate this comparison,
Figure 3.22 State variable analysis with 50 μs step length

Figure 3.23 State variable analysis with 50 μs step length and \( \dot{x} \) check
Figure 3.24  State variable with 50 μs step length and step length optimisation

Figure 3.25  Both $\dot{x}$ check and step length optimisation
that is, the analytic solutions at 0.01 ms intervals were calculated and the state variable analysis results were interpolated on to this time grid, and the difference taken.

3.7 Summary

In the state variable solution it is the set of first order differential equations, rather than the system of individual elements, that is solved by numerical integration. The most popular numerical technique in current use is implicit trapezoidal integration, due to its simplicity, accuracy and stability. Solution accuracy is enhanced by the use of iterative methods to calculate the state variables.

State variable is an ideal method for the solution of system components with time-varying non-linearities, and particularly for power electronic devices involving frequent switching. This has been demonstrated with reference to the static a.c.–d.c. converter by an algorithm referred to as TCS (Transient Converter Simulation). Frequent switching, in the state variable approach, imposes no overhead on the solution. Moreover, the use of automatic step length adjustment permits optimising the integration step throughout the solution.

The main limitation is the need to recognise dependability between system variables. This process substantially reduces the effectiveness of the state variable algorithms, and makes them unsuited to very large systems. However, in a hybrid combination with the numerical integration substitution method, the state variable model can provide very accurate and efficient solutions. This subject is discussed in greater detail in Chapter 9.
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Chapter 4

Numerical integrator substitution

4.1 Introduction

A continuous function can be simulated by substituting a numerical integration formula into the differential equation and rearranging the function into an appropriate form. Among the factors to be taken into account in the selection of the numerical integrator are the error due to truncated terms, its properties as a differentiator, error propagation and frequency response.

Numerical integration substitution (NIS) constitutes the basis of Dommel’s EMTP [1]–[3], which, as explained in the introductory chapter, is now the most generally accepted method for the solution of electromagnetic transients. The EMTP method is an integrated approach to the problems of:

- forming the network differential equations
- collecting the equations into a coherent system to be solved
- numerical solution of the equations.

The trapezoidal integrator (described in Appendix C) is used for the numerical integrator substitution, due to its simplicity, stability and reasonable accuracy in most circumstances. However, being based on a truncated Taylor’s series, the trapezoidal rule can cause numerical oscillations under certain conditions due to the neglected terms [4]. This problem will be discussed further in Chapters 5 and 9.

The other basic characteristic of Dommel’s method is the discretisation of the system components, given a predetermined time step, which are then combined in a solution for the nodal voltages. Branch elements are represented by the relationship which they maintain between branch current and nodal voltage.

This chapter describes the basic formulation and solution of the numerical integrator substitution method as implemented in the electromagnetic transient programs.
4.2 Discretisation of $R$, $L$, $C$ elements

4.2.1 Resistance

The simplest circuit element is a resistor connected between nodes $k$ and $m$, as shown in Figure 4.1, and is represented by the equation:

$$i_{km}(t) = \frac{1}{R}(v_k(t) - v_m(t))$$

(4.1)

Resistors are accurately represented in the EMTP formulation provided $R$ is not too small. If the value of $R$ is too small its inverse in the system matrix will be large, resulting in poor conditioning of the solution at every step. This gives inaccurate results due to the finite precision of numerical calculations. On the other hand, very large values of $R$ do not degrade the overall solution. In EMTDC version 3 if $R$ is below a threshold (the default threshold value is 0.0005) then $R$ is automatically set to zero and a modified solution method used.

4.2.2 Inductance

The differential equation for the inductor shown in Figure 4.2 is:

$$v_L = v_k - v_m = L \frac{di_{km}}{dt}$$

(4.2)
Rearranging:

\[ i_{km}(t) = i_{km}(t-\Delta t) + \int_{t-\Delta t}^{t} (v_k - v_m) \, dt \]  \hspace{1cm} (4.3)

Applying the trapezoidal rule gives:

\[ i_{km}(t) = i_{km}(t-\Delta t) + \frac{\Delta t}{2L} \left((v_k - v_m)(t) + (v_k - v_m)(t-\Delta t)\right) \]  \hspace{1cm} (4.4)

\[ = i_{km}(t-\Delta t) + \frac{\Delta t}{2L} \left(v_k(t-\Delta t) - v_m(t-\Delta t)\right) + \frac{\Delta t}{2L} \left(v_k(t) - v_m(t)\right) \]  \hspace{1cm} (4.5)

\[ i_{km}(t) = I_{\text{History}}(t - \Delta t) + \frac{1}{R_{\text{eff}}}(v_k(t) - v_m(t)) \]  \hspace{1cm} (4.6)

This equation can be expressed in the form of a Norton equivalent (or companion circuit) as illustrated in Figure 4.3. The term relating the current contribution at the present time step to voltage at the present time step \((1/R_{\text{eff}})\) is a conductance (instantaneous term) and the contribution to current from the previous time step quantities is a current source (History term).

In equation 4.6 \(I_{\text{History}}(t - \Delta t) = i_{km}(t-\Delta t) + (\Delta t/2L)(v_k(t-\Delta t) - v_m(t-\Delta t))\) and \(R_{\text{eff}} = 2L/\Delta t\).

The term \(2L/\Delta t\) is known as the instantaneous term as it relates the current to the voltage at the same time point, i.e. any change in one will instantly be reflected in the other. As an effective resistance, very small values of \(L\) or rather \(2L/\Delta t\), can also result in poor conditioning of the conductance matrix.

Transforming equation 4.6 to the \(z\)-domain gives:

\[ I_{km}(z) = z^{-1}I_{km}(z) + \frac{\Delta t}{2L} \left(1 + z^{-1}\right)(V_k(z) - V_m(z)) \]

\[ R_{\text{eff}} = \frac{2L}{\Delta t} \]

\[ I_{\text{History}}(t - \Delta t) = i_{km}(t-\Delta t) + \frac{\Delta t}{2L} \left(v_k(t-\Delta t) - v_m(t-\Delta t)\right) \]

Figure 4.3 \hspace{1cm} Norton equivalent of the inductor
Rearranging gives the following transfer between current and voltage in the $z$-domain:

\[
\frac{I_{km}(z)}{(V_k(z) - V_m(z))} = \frac{\Delta t (1 + z^{-1})}{2L (1 - z^{-1})}
\]  

(4.7)

4.2.3 Capacitance

With reference to Figure 4.4 the differential equation for the capacitor is:

\[
i_{km}(t) = C \frac{d(v_k(t) - v_m(t))}{dt}
\]  

(4.8)

Integrating and rearranging gives:

\[
v_{km}(t) = (v_k(t) - v_m(t)) = (v_k(t-\Delta t) - v_m(t-\Delta t)) + \frac{1}{C} \int_{t-\Delta t}^{t} i_{km} \, dt
\]  

(4.9)

and applying the trapezoidal rule:

\[
v_{km}(t) = (v_k(t) - v_m(t)) = (v_k(t-\Delta t) - v_m(t-\Delta t)) + \frac{\Delta t}{2C} (i_{km}(t) + i_{km}(t-\Delta t))
\]  

(4.10)

Hence the current in the capacitor is given by:

\[
i_{km}(t) = \frac{2C}{\Delta t} (v_k(t) - v_m(t)) - i_{km}(t-\Delta t) - \frac{2C}{\Delta t} (v_k(t-\Delta t) - v_m(t-\Delta t)) = \frac{1}{R_{eff}} [v_k(t) - v_m(t)] + I_{History}(t-\Delta t)
\]  

(4.11)

which is again a Norton equivalent as depicted in Figure 4.5. The instantaneous term in equation 4.11 is:

\[
R_{eff} = \frac{\Delta t}{2C}
\]  

(4.12)

Thus very large values of $C$, although they are unlikely to be used, can cause ill conditioning of the conductance matrix.
The History term represented by a current source is:

\[
I_{\text{History}}(t - \Delta t) = -i_{km}(t - \Delta t) - \frac{2C}{\Delta t}(v_k(t - \Delta t) - v_m(t - \Delta t))
\]  

(4.13)

Transforming to the \( z \)-domain gives:

\[
I_{km} = -z^{-1}I_{km} - \frac{2C}{\Delta t}(V_k - V_m)z^{-1} + \frac{2C}{\Delta t}(V_k - V_m)
\]  

(4.14)

\[
\frac{I_{km}}{(V_k - V_m)} = \frac{2C(1 - z^{-1})}{\Delta t(1 + z^{-1})}
\]  

(4.15)

It should be noted that any implicit integration formula can be substituted into a differential equation to form a difference equation (and a corresponding Norton equivalent). Table 4.1 shows the Norton components that result from using three different integration methods.

4.2.4 Components reduction

Several components can be combined into a single Norton equivalent, thus reducing the number of nodes and hence the computation at each time point. Consider first the case of a simple \( RL \) branch.

The History term for the inductor is:

\[
I_{\text{History}}(t - \Delta t) = i(t - \Delta t) + \frac{\Delta t}{2L}v_I(t - \Delta t)
\]  

(4.16)

where \( v_I \) is the voltage across the inductor. This is related to the branch voltage by:

\[
v_I(t - \Delta t) = v(t - \Delta t) - i(t - \Delta t)R
\]  

(4.17)
Table 4.1  Norton components for different integration formulae

<table>
<thead>
<tr>
<th>Integration method</th>
<th>$R_{eq}$</th>
<th>$I_{History}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Inductor</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Backward Euler</td>
<td>$\frac{L}{\Delta t}$</td>
<td>$i_{n-1}$</td>
</tr>
<tr>
<td>Trapezoidal</td>
<td>$\frac{2L}{\Delta t}$</td>
<td>$i_{n-1} + \frac{\Delta t}{2L}v_{n-1}$</td>
</tr>
<tr>
<td>Gear 2nd order</td>
<td>$\frac{3L}{2\Delta t}$</td>
<td>$\frac{4}{3}i_{n-1} - \frac{1}{3}i_{n-2}$</td>
</tr>
<tr>
<td><strong>Capacitor</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Backward Euler</td>
<td>$\frac{\Delta t}{C}$</td>
<td>$-\frac{C}{\Delta t}v_{n-1}$</td>
</tr>
<tr>
<td>Trapezoidal</td>
<td>$\frac{\Delta t}{2C}$</td>
<td>$-\frac{2C}{\Delta t}v_{n-1} - i_{n-1}$</td>
</tr>
<tr>
<td>Gear 2nd order</td>
<td>$\frac{2\Delta t}{3C}$</td>
<td>$-\frac{2C}{\Delta t}v_{n-1} - \frac{C}{2\Delta t}v_{n-2}$</td>
</tr>
</tbody>
</table>

Substituting equation 4.17 into equation 4.16 yields:

$$I_{History} = \frac{\Delta t}{2L} v(t - \Delta t) - \frac{\Delta t R}{2L} i(t - \Delta t) + i(t - \Delta t)$$

$$= \left(1 - \frac{\Delta t R}{2L}\right) i(t - \Delta t) + \frac{\Delta t}{2L} v(t - \Delta t) \quad (4.18)$$

The Norton equivalent circuit current source value for the complete $RL$ branch is simply calculated from the short-circuit terminal current. The short-circuit circuit consists of a current source feeding into two parallel resistors ($R$ and $2L/\Delta t$), with the current in $R$ being the terminal current. This is given by:

$$I_{short-circuit} = \frac{(2L/\Delta t)I_{History}}{R + 2L/\Delta t}$$

$$= \frac{(2L/\Delta t) \left( (1 - \Delta t R/(2L)) i(t - \Delta t) + (\Delta t/2L) v(t - \Delta t) \right)}{R + 2L/\Delta t}$$

$$= \frac{(2L/\Delta t - R)}{(R + 2L/\Delta t)} i(t - \Delta t) + \frac{1}{(R + 2L/\Delta t)} v(t - \Delta t)$$

$$= \frac{(1 - \Delta t R/(2L))}{(1 + \Delta t R/(2L))} i(t - \Delta t) + \frac{\Delta t/(2L)}{(1 + \Delta t R/(2L))} v(t - \Delta t) \quad (4.19)$$
The instantaneous current term is obtained from the current that flows due to an applied voltage to the terminals (current source open circuited). This current is:

$$i(t) = \frac{1}{R + 2L/\Delta t} v(t) = \frac{\Delta t/(2L)}{1 + \Delta t R/(2L)} v(t)$$  \hspace{1cm} (4.20)$$

Hence the complete difference equation expressed in terms of branch voltage is obtained by adding equations 4.19 and 4.20, which gives:

$$i(t) = \frac{(1 - \Delta t R/(2L))}{(1 + \Delta t R/(2L))} i(t - \Delta t) + \frac{\Delta t/(2L)}{(1 + \Delta t R/(2L))}(v(t - \Delta t) + v(t))$$  \hspace{1cm} (4.21)$$

The corresponding Norton equivalent is shown in Figure 4.6.

The reduction of a tuned filter branch is illustrated in Figure 4.7, which shows the actual RLC components, their individual Norton equivalents and a single Norton representation of the complete filter branch. Parallel filter branches can be combined into one Norton by summing their current sources and conductance values. The reduction, however, hides the information on voltages across and current through each individual component. The mathematical implementation of the reduction process is carried out by first establishing the nodal admittance matrix of the circuit and then performing Gaussian elimination of the internal nodes.

4.3 Dual Norton model of the transmission line

A detailed description of transmission line modelling is deferred to Chapter 6. The single-phase lossless line [4] is used as an introduction at this stage, to illustrate the simplicity of Dommel’s method.
Consider the lossless distributed parameter line depicted in Figure 4.8, where \( L' \) is the inductance and \( C' \) the capacitance per unit length. The wave propagation equations for this line are:

\[
\begin{align*}
- \frac{\partial v(x, t)}{\partial x} &= L' \frac{\partial i(x, t)}{\partial t} \\
- \frac{\partial i(x, t)}{\partial x} &= C' \frac{\partial v(x, t)}{\partial t}
\end{align*}
\]
Numerical integrator substitution

and the general solution:

\[
\begin{align*}
    i(x, t) &= f_1(x - \omega t) + f_2(x + \omega t) \quad (4.24) \\
    v(x, t) &= Z \cdot f_1(x - \omega t) - Z \cdot f_2(x + \omega t) \quad (4.25)
\end{align*}
\]

with \( f_1(x - \omega t) \) and \( f_2(x + \omega t) \) being arbitrary functions of \((x - \omega t)\) and \((x + \omega t)\) respectively. \( f_1(x - \omega t) \) represents a wave travelling at velocity \( \omega \) in a forward direction (depicted in Figure 4.8) and \( f_2(x + \omega t) \) a wave travelling in a backward direction.

\( Z_C \), the surge or characteristic impedance and \( \omega \), the phase velocity, are given by:

\[
\begin{align*}
    Z_C &= \sqrt{\frac{L'}{C'}} \quad (4.26) \\
    \omega &= \frac{1}{\sqrt{L'C'}} \quad (4.27)
\end{align*}
\]

Multiplying equation 4.24 by \( Z_C \) and adding it to, and subtracting it from, equation 4.25 leads to:

\[
\begin{align*}
    v(x, t) + Z_C \cdot i(x, t) &= 2Z_C \cdot f_1(x - \omega t) \quad (4.28) \\
    v(x, t) - Z_C \cdot i(x, t) &= -2Z_C \cdot f_2(x + \omega t) \quad (4.29)
\end{align*}
\]

It should be noted that \( v(x, t) + Z_C \cdot i(x, t) \) is constant when \((x - \omega t)\) is constant. If \( d \) is the length of the line, the travelling time from one end \((k)\) to the other end \((m)\) of the line to observe a constant \( v(x, t) + Z_C \cdot i(x, t) \) is:

\[
\tau = \frac{d}{\omega} = \frac{d}{\sqrt{L'C'}} \quad (4.30)
\]

Hence

\[
v_k(t - \tau) + Z_C \cdot i_{km}(t - \tau) = v_m(t) + Z_C \cdot (-i_{mk}(t)) \quad (4.31)
\]

Rearranging equation 4.31 gives the simple two-port equation for \( i_{mk} \), i.e.

\[
i_{mk}(t) = \frac{1}{Z_C} v_m(t) + I_m(t - \tau) \quad (4.32)
\]

where the current source from past History terms is:

\[
I_m(t - \tau) = -\frac{1}{Z_C} v_k(t - \tau) - i_{km}(t - \tau) \quad (4.33)
\]
Similarly for the other end

\[ i_{km}(t) = \frac{1}{Z_C} v_k(t) + I_k(t - \tau) \]  \hspace{1cm} (4.34)

where

\[ I_k(t - \tau) = -\frac{1}{Z_C} v_m(t - \tau) - i_{mk}(t - \tau) \]

The expressions \((x - \sigma t) = \text{constant}\) and \((x + \sigma t) = \text{constant}\) are called the characteristic equations of the differential equations.

Figure 4.9 depicts the resulting two-port model. There is no direct connection between the two terminals and the conditions at one end are seen indirectly and with time delays (travelling time) at the other through the current sources. The past History terms are stored in a ring buffer and hence the maximum travelling time that can be represented is the time step multiplied by the number of locations in the buffer. Since the time delay is not usually a multiple of the time-step, the past History terms on either side of the actual travelling time are extracted and interpolated to give the correct travelling time.

### 4.4 Network solution

With all the network components represented by Norton equivalents a nodal formulation is used to perform the system solution.

The nodal equation is:

\[ [G]v(t) = i(t) + I_{\text{History}} \]  \hspace{1cm} (4.35)

where:

- \([G]\) is the conductance matrix
- \(v(t)\) is the vector of nodal voltages
- \(i(t)\) is the vector of external current sources
- \(I_{\text{History}}\) is the vector current sources representing past history terms.
Figure 4.10 Node 1 of an interconnected circuit

The nodal formulation is illustrated with reference to the circuit in Figure 4.10 [5] where the use of Kirchhoff’s current law at node 1 yields:

\[ i_{12}(t) + i_{13}(t) + i_{14}(t) + i_{15}(t) = i_1(t) \]  \hspace{1cm} (4.36)

Expressing each branch current in terms of node voltages gives:

\[ i_{12}(t) = \frac{1}{R}(v_1(t) - v_2(t)) \]  \hspace{1cm} (4.37)
\[ i_{13}(t) = \frac{\Delta t}{2L}(v_1(t) - v_3(t)) + I_{13}(t - \Delta t) \]  \hspace{1cm} (4.38)
\[ i_{14}(t) = \frac{2C}{\Delta t}(v_1(t) - v_4(t)) + I_{14}(t - \Delta t) \]  \hspace{1cm} (4.39)
\[ i_{15}(t) = \frac{1}{Z}v_1(t) + I_{15}(t - \tau) \]  \hspace{1cm} (4.40)

Substituting these gives the following equation for node 1:

\[
\left( \frac{1}{R} + \frac{\Delta t}{2L} + \frac{2C}{\Delta t} + \frac{1}{Z} \right) v_1(t) - \frac{1}{R} v_2(t) - \frac{\Delta t}{2L} v_3(t) - \frac{2C}{\Delta t} v_4(t) = I_1(t - \Delta t) - I_{13}(t - \Delta t) - I_{14}(t - \Delta t) - I_{15}(t - \Delta t)
\]  \hspace{1cm} (4.41)

Note that \([G]\) is real and symmetric when incorporating network components. If control equations are incorporated into the same \([G]\) matrix, the symmetry is lost; these are, however, solved separately in many programs. As the elements of \([G]\) are dependent on the time step, by keeping the time step constant \([G]\) is constant and triangular factorisation can be performed before entering the time step loop. Moreover, each node in a power system is connected to only a few other nodes and therefore
the conductance matrix is sparse. This property is exploited by only storing non-zero elements and using optimal ordering elimination schemes.

Some of the node voltages will be known due to the presence of voltage sources in the system, but the majority are unknown. In the presence of series impedance with each voltage source the combination can be converted to a Norton equivalent and the algorithm remains unchanged.

**Example: Conversion of voltage sources to current sources**

To illustrate the incorporation of known voltages the simple network displayed in Figure 4.11(a) will be considered. The task is to write the matrix equation that must be solved at each time point.

Converting the components of Figure 4.11(a) to Norton equivalents (companion circuits) produces the circuit of Figure 4.11(b) and the corresponding nodal equation:

\[
\begin{bmatrix}
\frac{1}{R_1} + \frac{\Delta t}{2L_1} & -\frac{\Delta t}{2L_1} & 0 \\
-\frac{\Delta t}{2L_1} & \frac{1}{R_2} + \frac{2C_1}{\Delta t} & -\frac{1}{R_2} \\
0 & -\frac{1}{R_2} & \frac{1}{R_2} + \frac{\Delta t}{2L_2}
\end{bmatrix}
\begin{bmatrix}
\dot{v}_1 \\
\dot{v}_2 \\
\dot{v}_3
\end{bmatrix}
= 
\begin{bmatrix}
\frac{V_m \sin(\omega t)}{R_1} - I_{hL_1} \\
I_{hL_1} - I_{hC_1} \\
-I_{hL_2}
\end{bmatrix}
\]

(4.42)
Equation 4.42 is first solved for the node voltages and from these all the branch currents are calculated. Time is then advanced and the current sources representing History terms (previous time step information) are recalculated. The value of the voltage source is recalculated at the new time point and so is the matrix equation. The process of solving the matrix equation, calculating all currents in the system, advancing time and updating History terms is continued until the time range of the study is completed.

As indicated earlier, the conversion of voltage sources to Norton equivalents requires some series impedance, i.e. an ideal voltage source cannot be represented using this simple conductance method. A more general approach is to partition the nodal equation as follows:

\[
\begin{bmatrix}
[G_{UU}] & [G_{UK}]
\end{bmatrix}
\begin{bmatrix}
v_U(t)

v_K(t)
\end{bmatrix}
=
\begin{bmatrix}
i_U(t)

i_K(t)
\end{bmatrix}
+
\begin{bmatrix}
I_{U\text{History}}

I_{K\text{History}}
\end{bmatrix}
\]

(4.43)

where the subscripts \(U\) and \(K\) represent connections to nodes with unknown and known voltages, respectively. Using Kron's reduction the unknown voltage vector is obtained from:

\[
[G_{UU}]v_U(t) = i_U(t) + I_{U\text{History}} - [G_{UK}]v_K(t) = i'_U
\]

(4.44)

The current in voltage sources can be calculated using:

\[
[G_{KU}]v_U(t) + [G_{KK}]v_K(t) - I_{K\text{History}} = i_K(t)
\]

(4.45)

The process for solving equation 4.44 is depicted in Figure 4.12. Only the right-hand side of this equation needs to be recalculated at each time step. Triangular factorisation is performed on the augmented matrix \([G_{UU} G_{UK}]\) before entering the time step loop. The same process is then extended to \(i_U(t) - I_{\text{History}}\) at each time step (forward solution), followed by back substitution to get \(V_U(t)\). Once \(V_U(t)\) has been found, the History terms for the next time step are calculated.

4.4.1 Network solution with switches

To reflect switching operations or time varying parameters, matrices \([G_{UU}]\) and \([G_{UK}]\) need to be altered and retriangulated. By placing nodes with switches last, as illustrated in Figure 4.13, the initial triangular factorisation is only carried out for the nodes without switches [6]. This leaves a small reduced matrix which needs altering following a change. By placing the nodes with frequently switching elements in the lowest part the computational burden is further reduced.

Transmission lines using the travelling wave model do not introduce off-diagonal elements from the sending to the receiving end, and thus result in a block diagonal structure for \([G_{UU}]\), as shown in Figure 4.14. Each block represents a subsystem (a concept to be described in section 4.6), that can be solved independently of the rest of the system, as any influence from the rest of the system is represented by the History terms (i.e. there is no instantaneous term). This allows parallel computation of the
solution, a technique that is used in the RTDS simulator. For non-linear systems, each non-linearity can be treated separately using the compensation approach provided that there is only one non-linearity per subsystem. Switching and interpolation are also performed on a subsystem basis.

In the PSCAD/EMTDC program, triangular factorisation is performed on a subsystem basis rather than on the entire matrix. Nodes connected to frequently switched branches (i.e. GTOs, thyristors, diodes and arrestors) are ordered last, but other switching branches (faults and breakers) are not. Each section is optimally ordered separately.

A flow chart of the overall solution technique is shown in Figure 4.15.

### 4.4.2 Example: voltage step applied to RL load

To illustrate the use of Kron reduction to eliminate known voltages the simple circuit shown in Figure 4.16 will be used.
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\[ \begin{bmatrix} \text{G} & V \\ I \end{bmatrix} = \]

\{ Frequently switching components placed last \}

\[ (1) \text{ Partial triangulation of matrix (prior to time step loop)} \]
\[ (2) \text{ Complete triangulation} \]
\[ (3) \text{ Forward reduction of current vector} \]
\[ (4) \text{ Back substitution for node voltages} \]

**Figure 4.13  Network solution with switches**

\[ [G_{UU}] \]

\[ \begin{bmatrix} \text{G} & \text{V} \end{bmatrix} = \]

\[ \begin{bmatrix} v_1 \\ v_2 \\ v_3 \end{bmatrix} = \begin{bmatrix} iv_0 \\ 0 \\ -I_{\text{History}} \end{bmatrix} \]

(4.46)

**Figure 4.14  Block diagonal structure**

Figure 4.17 shows the circuit once the inductor is converted to its Norton equivalent. The nodal equation for this circuit is:

\[
\begin{bmatrix}
G_{\text{Switch}} & -G_{\text{Switch}} & 0 \\
-G_{\text{Switch}} & G_{\text{Switch}} + G_R & -G_R \\
0 & -G_R & G_{L_{\text{eff}}} + G_R
\end{bmatrix}
\begin{bmatrix}
v_1 \\
v_2 \\
v_3
\end{bmatrix}
= 
\begin{bmatrix}
iv_0 \\
0 \\
-I_{\text{History}}
\end{bmatrix}
\]

(4.46)
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Figure 4.15 Flow chart of EMT algorithm
As $v_1$ is a known voltage the conductance matrix is reordered by placing $v_1$ last in the column vector of nodal voltages and moving column 1 of $[G]$ to be column 3; then move row 1 (equation for current in voltage source) to become row 3. This then gives:

$$
\begin{bmatrix}
G_{\text{Switch}} + G_R & -G_R & -G_{\text{Switch}} \\
-G_R & G_{L,\text{eff}} + G_R & 0 \\
-G_{\text{Switch}} & 0 & G_{\text{Switch}}
\end{bmatrix}
\begin{bmatrix}
v_2 \\
v_3 \\
v_1
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
-I_{\text{History}} \\
-I_{\text{History}}
\end{bmatrix}
$$

which is of the form

$$
\begin{bmatrix}
G_{UU} & G_{UK} \\
G_{KU} & G_{KK}
\end{bmatrix}
\begin{bmatrix}
v_U(t) \\
v_K(t)
\end{bmatrix}
= 
\begin{bmatrix}
i_U(t) \\
i_K(t)
\end{bmatrix}
+ 
\begin{bmatrix}
I_{U,\text{History}} \\
I_{K,\text{History}}
\end{bmatrix}
$$

i.e.

$$
\begin{bmatrix}
G_{\text{Switch}} + G_R & -G_R & -G_{\text{Switch}} \\
-G_R & G_{L,\text{eff}} + G_R & 0 \\
-G_{\text{Switch}} & 0 & G_{\text{Switch}}
\end{bmatrix}
\begin{bmatrix}
v_2 \\
v_3 \\
v_1
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
-I_{\text{History}} \\
-I_{\text{History}}
\end{bmatrix}
$$
Note the negative $I_{\text{History}}$ term as the current is leaving the node. Performing Gaussian elimination gives:

\[
\begin{bmatrix}
G_{\text{Switch}} + G_R & -G_R & -G_{\text{Switch}} \\
0 & G_{L_{\text{eff}}} + G_R - M(-G_R) & -M(-G_{\text{Switch}})
\end{bmatrix}
\begin{bmatrix}
v_2 \\
v_3 \\
v_1
\end{bmatrix}
= \begin{bmatrix} 0 \\
-I_{\text{History}} \end{bmatrix}
\]

(4.48)

where

\[
M = \frac{-G_{L_{\text{eff}}}}{G_{\text{Switch}} + G_R}
\]

Moving the known voltage $v_1(t)$ to the right-hand side gives:

\[
\begin{bmatrix}
G_{\text{Switch}} + G_R & -G_R & -G_{\text{Switch}} \\
0 & G_{L_{\text{eff}}} + G_R - M(-G_R) & -M(-G_{\text{Switch}})
\end{bmatrix}
\begin{bmatrix}
v_2 \\
v_3 \\
v_1
\end{bmatrix}
= \begin{bmatrix} 0 \\
-I_{\text{History}} \end{bmatrix}
- \begin{bmatrix} -G_{\text{Switch}} \\
-\frac{G_{L_{\text{eff}}}}{G_{\text{Switch}} + G_R} \\
0
\end{bmatrix} v_1
\]

(4.49)

Alternatively, the known voltage could be moved to the right-hand side before performing the Gaussian elimination. i.e.

\[
\begin{bmatrix}
G_{\text{Switch}} + G_R & -G_R & -G_{\text{Switch}} \\
-\frac{G_{L_{\text{eff}}}}{G_{\text{Switch}} + G_R} & G_{L_{\text{eff}}} + G_R & 0
\end{bmatrix}
\begin{bmatrix}
v_2 \\
v_3 \\
v_1
\end{bmatrix}
= \begin{bmatrix} 0 \\
-I_{\text{History}} \end{bmatrix}
- \begin{bmatrix} -G_{\text{Switch}} \\
0 \\
\frac{G_{L_{\text{eff}}}}{G_{\text{Switch}} + G_R}
\end{bmatrix} v_1
\]

(4.50)

Eliminating the element below the diagonal, and performing the same operation on the right-hand side will give equation 4.49 again. The implementation of these equations in FORTRAN is given in Appendix H.2 and MATLAB in Appendix F.3. The FORTRAN code in H.2 illustrates using a d.c. voltage source and switch, while the MATLAB version uses an a.c. voltage source and diode. Note that as Gaussian elimination is equivalent to performing a series of Norton–Thevenin conversion to produce one Norton, the $RL$ branch can be modelled as one Norton. This is implemented in the FORTRAN code in Appendices H.1 and H.3 and MATLAB code in Appendices F.1 and F.2.

Table 4.2 compares the current calculated using various time steps with results from the analytic solution.

For a step response of an $RL$ branch the analytic solution is given by:

\[
i(t) = \frac{V}{R} \left( 1 - e^{-\frac{tR}{L}} \right)
\]

Note that the error becomes larger and a less damped response results as the time step increases. This information is graphically displayed in Figures 4.18(a)–4.19(b). As a rule of thumb the maximum time step must be one tenth of the smallest time constant in the system. However, the circuit time constants are not generally known a priori and therefore performing a second simulation with the time step halved will give a good indication if the time step is sufficiently small.
Table 4.2  Step response of RL circuit to various step lengths

<table>
<thead>
<tr>
<th>Time (ms)</th>
<th>Exact</th>
<th>( \Delta t = \tau/10 )</th>
<th>( \Delta t = \tau )</th>
<th>( \Delta t = 5\tau )</th>
<th>( \Delta t = 10\tau )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0000</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1.0500</td>
<td>63.2121</td>
<td>61.3082</td>
<td>33.3333</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1.1000</td>
<td>86.4665</td>
<td>85.7779</td>
<td>77.7778</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1.1500</td>
<td>95.0213</td>
<td>94.7724</td>
<td>92.5926</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1.2000</td>
<td>98.1684</td>
<td>98.0785</td>
<td>97.5309</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1.2500</td>
<td>99.3262</td>
<td>99.2937</td>
<td>99.1770</td>
<td>71.4286</td>
<td>–</td>
</tr>
<tr>
<td>1.3000</td>
<td>99.7521</td>
<td>99.7404</td>
<td>99.7257</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1.3500</td>
<td>99.9088</td>
<td>99.9046</td>
<td>99.9086</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1.4000</td>
<td>99.9665</td>
<td>99.9649</td>
<td>99.9695</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1.4500</td>
<td>99.9877</td>
<td>99.9871</td>
<td>99.9898</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1.5000</td>
<td>99.9955</td>
<td>99.9953</td>
<td>99.9966</td>
<td>112.2449</td>
<td>83.3333</td>
</tr>
<tr>
<td>1.5500</td>
<td>99.9983</td>
<td>99.9983</td>
<td>99.9989</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1.6000</td>
<td>99.9994</td>
<td>99.9994</td>
<td>99.9996</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1.6500</td>
<td>99.9998</td>
<td>99.9998</td>
<td>99.9999</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1.7000</td>
<td>99.9999</td>
<td>99.9999</td>
<td>100.0000</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1.7500</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>94.7522</td>
<td>–</td>
</tr>
<tr>
<td>1.8000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1.8500</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1.9000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1.9500</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>102.2491</td>
<td>111.1111</td>
</tr>
<tr>
<td>2.0500</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2.1000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2.1500</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2.2000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2.2500</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>99.0361</td>
<td>–</td>
</tr>
<tr>
<td>2.3000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2.3500</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2.4000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2.4500</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2.5000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.4131</td>
<td>92.5926</td>
</tr>
<tr>
<td>2.5500</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2.6000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2.6500</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2.7000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2.7500</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>99.8230</td>
<td>–</td>
</tr>
<tr>
<td>2.8000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2.8500</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2.9000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2.9500</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>3.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0759</td>
<td>104.9383</td>
</tr>
</tbody>
</table>
Figure 4.18  Step response of an RL branch for step lengths of: (a) $\Delta t = \tau/10$ and (b) $\Delta t = \tau$
Numerical integrator substitution

Figure 4.19  Step response of an RL branch for step lengths of: (a) $\Delta t = 5\tau$ and (b) $\Delta t = 10\tau$
The following data is used for this test system: $\Delta t = 50 \mu s$, $R = 1.0 \Omega$, $L = 0.05 \text{mH}$ and $R_{\text{Switch}} = 10^{10} \Omega$ (OFF) $10^{-10} \Omega$ (ON) and $V_1 = 100 \text{V}$.

Initially $I_{\text{History}} = 0$

\[
\begin{bmatrix}
1.000000000 & -1.000000000 & -1.000000000 \times 10^{-09} \\
-1.000000000 & 1.500000000 & 0.000000000
\end{bmatrix}
\begin{bmatrix}
v_2 \\
v_3 \\
v_1
\end{bmatrix}
= 
\begin{bmatrix}
0.000000000 \\
0.000000000
\end{bmatrix}
\]

The multiplier is $-0.999999999900000$. After forward reduction using this multiplier the $G$ matrix becomes:

\[
\begin{bmatrix}
1.000000000 & -1.000000000 & -1.000000000 \times 10^{-09} \\
0.000000000 & 0.50000000001 & -0.9999999999 \times 10^{-10}
\end{bmatrix}
\begin{bmatrix}
v_2 \\
v_3 \\
v_1
\end{bmatrix}
= 
\begin{bmatrix}
0.000000000 \\
0.000000000
\end{bmatrix}
\]

Moving the known voltage $v_1$ to the right-hand side gives

\[
\begin{bmatrix}
1.000000000 & -1.000000000 & -1.000000000 \times 10^{-09} \\
0.000000000 & 0.50000000001 & -0.9999999999 \times 10^{-10}
\end{bmatrix}
\begin{bmatrix}
v_2 \\
v_3 \\
v_1
\end{bmatrix}
= 
\begin{bmatrix}
0.000000000 \\
0.000000000
\end{bmatrix}
\]

-1.000000000 \times 10^{-09} \\
-0.9999999999 \times 10^{-10}
\end{bmatrix}
\begin{bmatrix}
v_1
\end{bmatrix}
\]

Back substitution gives: $i = 9.9999999970 \times 10^{-09}$ or essentially zero in the off state. When the switch is closed the $G$ matrix is updated and the equation becomes:

\[
\begin{bmatrix}
0.10000000000 \times 10^{+11} & -1.0000000000 & -1.000000000 \times 10^{+11} \\
-1.0000000000 & 1.500000000 & 0.000000000
\end{bmatrix}
\begin{bmatrix}
v_2 \\
v_3 \\
v_1
\end{bmatrix}
= 
\begin{bmatrix}
0.000000000 \\
0.000000000
\end{bmatrix}
\]

After forward reduction:

\[
\begin{bmatrix}
0.10000000000 \times 10^{+11} & -1.0000000000 & -1.000000000 \times 10^{+11} \\
-1.0000000000 & 1.500000000 & -0.9999999999
\end{bmatrix}
\begin{bmatrix}
v_2 \\
v_3 \\
v_1
\end{bmatrix}
= 
\begin{bmatrix}
0.000000000 \\
0.000000000
\end{bmatrix}
\]

Moving the known voltage $v_1$ to the right-hand side gives

\[
\begin{bmatrix}
1.000000000 & -1.000000000 & -1.000000000 \times 10^{+11} \\
0.000000000 & 1.500000000 & -0.9999999999 \times 10^{+13}
\end{bmatrix}
\begin{bmatrix}
v_2 \\
v_3 \\
v_1
\end{bmatrix}
= 
\begin{bmatrix}
0.000000000 \\
0.000000000
\end{bmatrix}
\]

Hence back-substitution gives:

\[
i_L = 33.333 \text{ A} \\
v_2 = 66.667 \text{ V} \\
v_3 = 33.333 \text{ V}
\]

### 4.5 Non-linear or time varying parameters

The most common types of non-linear elements that need representing are inductances under magnetic saturation for transformers and reactors and resistances of
surge arresters. Non-linear effects in synchronous machines are handled directly in the machine equations. As usually there are only a few non-linear elements, modification of the linear solution method is adopted rather than performing a less efficient non-linear solution method for the entire network. In the past, three approaches have been used, i.e.

- current source representation (with one time step delay)
- compensation methods
- piecewise linear (switch representation).

### 4.5.1 Current source representation

A current source can be used to model the total current drawn by a non-linear component, however by necessity this current has to be calculated from information at previous time steps. Therefore it does not have an instantaneous term and appears as an ‘open circuit’ to voltages at the present time step. This approach can result in instabilities and therefore is not recommended. To remove the instability a large fictitious Norton resistance would be needed, as well as the use of a correction source. Moreover there is a one time step delay in the correction source. Another option is to split the non-linear component into a linear component and non-linear source. For example a non-linear inductor is modelled as a linear inductor in parallel with a current source representing the saturation effect, as shown in Figure 4.20.

### 4.5.2 Compensation method

The compensation method can be applied provided there is only one non-linear element (it is, in general, an iterative procedure if more than one non-linear element is

![Figure 4.20 Piecewise linear inductor represented by current source](image-url)
present). The compensation theorem states that a non-linear branch can be excluded from the network and be represented as a current source instead. Invoking the superposition theorem, the total network solution is equal to the value $v_0(t)$ found with the non-linear branch omitted, plus the contribution produced by the non-linear branch.

$$v(t) = v_0(t) - R_{\text{Thevenin}}i_{km}(t)$$  \hspace{1cm} (4.51)

where

- $R_{\text{Thevenin}}$ is the Thevenin resistance of the network without a non-linear branch connected between nodes $k$ and $m$.
- $v_0(t)$ is the open circuit voltage of the network, i.e. the voltage between nodes $k$ and $m$ without a non-linear branch connected.

The Thevenin resistance, $R_{\text{Thevenin}}$, is a property of the linear network, and is calculated by taking the difference between the $m^{\text{th}}$ and $k^{\text{th}}$ columns of $[GUU]^{-1}$. This is achieved by solving $[GUU]v(t) = I_U$ with $I_U$ set to zero except $-1.0$ in the $m^{\text{th}}$ and $1.0$ in the $k^{\text{th}}$ components. This can be interpreted as finding the terminal voltage when connecting a current source (of magnitude 1) between nodes $k$ and $m$.

The Thevenin resistance is pre-computed once, before entering the time step loop and only needs recomputing whenever switches open or close. Once the Thevenin resistance has been determined the procedure at each time step is thus:

(i) Compute the node voltages $v_0(t)$ with the non-linear branch omitted. From this information extract the open circuit voltage between nodes $k$ and $m$.

(ii) Solve the following two scalar equations simultaneously for $i_{km}$:

$$v_{km}(t) = v_{km0}(t) - R_{\text{Thevenin}}i_{km}$$ \hspace{1cm} (4.52)

$$v_{km}(t) = f(i_{km}, di_{km}/dt, t, \ldots)$$ \hspace{1cm} (4.53)

This is depicted pictorially in Figure 4.21. If equation 4.53 is given as an analytic expression then a Newton–Raphson solution is used. When equation 4.53 is defined point-by-point as a piecewise linear curve then a search procedure is used to find the intersection of the two curves.

(iii) The final solution is obtained by superimposing the response to the current source $i_{km}$ using equation 4.51. Superposition is permissible provided the rest of the network is linear.

The subsystem concept permits processing more than one non-linear branch, provided there is only one non-linear branch per subsystem.

If the non-linear branch is defined by $v_{km} = f(i_{km})$ or $v_{km} = R(t) \cdot i_{km}$ the solution is straightforward.

In the case of a non-linear inductor: $\lambda = f(i_{km})$, where the flux $\lambda$ is the integral of the voltage with time, i.e.

$$\lambda(t) = \lambda(t - \Delta t) + \int_{t-\Delta t}^{t} v(u) \, du$$ \hspace{1cm} (4.54)
The use of the trapezoidal rule gives:

\[
\lambda(t) = \frac{\Delta t}{2} v(t) + \lambda_{\text{History}}(t - \Delta t)
\]  

(4.55)

where

\[
\lambda_{\text{History}} = \lambda(t - \Delta t) + \frac{\Delta t}{2} v(t - \Delta)
\]

Numerical problems can occur with non-linear elements if \(\Delta t\) is too large. The non-linear characteristics are effectively sampled and the characteristics between the sampled points do not enter the solution. This can result in artificial negative damping or hysteresis as depicted in Figure 4.22.

### 4.5.3 Piecewise linear method

The piecewise linear inductor characteristic, depicted in Figure 4.23, can be represented as a linear inductor in series with a voltage source. The inductance is changed (switched) when moving from one segment of the characteristic to the next. Although this model is easily implemented, numerical problems can occur as the need to change to the next segment is only recognised after the point exceeds the current segment (unless interpolation is used for this type of discontinuity). This is a switched model in that when the segment changes the branch conductance changes, hence the system conductance matrix must be modified.

A non-linear function can be modelled using a combination of piecewise linear representation and current source. The piecewise linear characteristics can be modelled with switched representation, and a current source used to correct for the difference between the piecewise linear characteristic and the actual.
Transmission lines and cables in the system being simulated introduce decoupling into the conductance matrix. This is because the transmission line model injects current at one terminal as a function of the voltage at the other at previous time steps. There is no instantaneous term (represented by a conductance in the equivalent models) that links one terminal to the other. Hence in the present time step, there is no dependency on the electrical conditions at the distant terminals of the line. This results in a block
diagonal structure of the systems conductance matrix, i.e.

\[
Y = \begin{bmatrix}
[Y_1] & 0 & 0 \\
0 & [Y_2] & 0 \\
0 & 0 & [Y_3]
\end{bmatrix}
\]

Each decoupled block in this matrix is a subsystem, and can be solved at each time step independently of all other subsystems. The same effect can be approximated by introducing an interface into a coupled network. Care must be taken in choosing the interface point(s) to ensure that the interface variables must be sufficiently stable from one time point to the next, as one time step old values are fed across the interface. Capacitor voltages and inductor currents are the ideal choice for this purpose as neither can change instantaneously. Figure 4.24(a) illustrates coupled systems that are to be separated into subsystems. Each subsystem in Figure 4.24(b) is represented in the other by a linear equivalent. The Norton equivalent is constructed using information from the previous time step, looking into subsystem (2) from bus (A). The shunt connected at (A) is considered to be part of (1). The Norton admittance is:

\[
Y_N = Y_A + \frac{(Y_B + Y_2)}{Z (1/Z + Y_B + Y_2)} \tag{4.56}
\]

the Norton current:

\[
I_N = I_A(t - \Delta t) + V_A(t - \Delta t)Y_A \tag{4.57}
\]

Figure 4.24 Separation of two coupled subsystems by means of linearised equivalent sources
the Thevenin impedance:

\[ Z_{Th} = \frac{1}{Y_B} \left( \frac{Z + 1/(Y_1 + Y_A)}{Z + 1/(Y_1 + Y_A) + 1/Y_B} \right) \]  \hspace{1cm} (4.58)

and the voltage source:

\[ V_{Th} = V_B(t - \Delta t) + Z_{Th} I_{BA}(t - \Delta t) \]  \hspace{1cm} (4.59)

The shunts \((Y_N\) and \(Z_{Th}\)) represent the instantaneous (or impulse) response of each subsystem as seen from the interface busbar. If \(Y_A\) is a capacitor bank, \(Z\) is a series inductor, and \(Y_B\) is small, then

\[ Y_N \gg Y_A \quad \text{and} \quad Y_N = I_{BA}(t - \Delta t) \quad \text{(the inductor current)} \]
\[ Z_{Th} \gg Z \quad \text{and} \quad V_{Th} = V_A(t - \Delta t) \quad \text{(the capacitor voltage)} \]

When simulating HVDC systems, it can frequently be arranged that the subsystems containing each end of the link are small, so that only a small conductance matrix need be re-factored after every switching. Even if the link is not terminated at transmission lines or cables, a subsystem boundary can still be created by introducing a one time-step delay at the commutating bus. This technique was used in the EMTDC V2 B6P110 converter model, but not in version 3 because it can result in instabilities. A d.c. link subdivided into subsystems is illustrated in Figure 4.25.

Controlled sources can be used to interface subsystems with component models solved by another algorithm, e.g. components using numerical integration substitution on a state variable formulation. Synchronous machine and early non-switch-based

![Figure 4.25 Interfacing for HVDC link](image-url)
SVC models use a state variable formulation in PSCAD/EMTDC and appear to their parent subsystems as controlled sources. When interfacing subsystems, best results are obtained if the voltage and current at the point of connection are stabilised, and if each component/model is represented in the other as a linearised equivalent around the solution at the previous time step. In the case of synchronous machines, a suitable linearising equivalent is the subtransient reactance, which should be connected in shunt with the machine current injection. An RC circuit is applied to the machine interface as this adds damping to the high frequencies, which normally cause model instabilities, without affecting the low frequency characteristics and losses.

### 4.7 Sparsity and optimal ordering

The connectivity of power systems produces a conductance matrix $[G]$ which is large and sparse. By exploiting the sparsity, memory storage is reduced and significant solution speed improvement results. Storing only the non-zero elements reduces memory requirements and multiplying only by non-zero elements increases speed. It takes a computer just as long to multiply a number by zero as by any other number. Finding the solution of a system of simultaneous linear equations ($[G]V = I$) using the inverse is very inefficient as, although the conductance matrix is sparse, the inverse is full. A better approach is the triangular decomposition of a matrix, which allows repeated direct solutions without repeating the triangulation (provided the $[G]$ matrix does not change). The amount of fill-in that occurs during the triangulation is a function of the node ordering and can be minimised using optimal ordering [7].

To illustrate the effect of node ordering consider the simple circuit shown in Figure 4.26. Without optimal ordering the $[G]$ matrix has the structure:

$$
\begin{bmatrix}
X & X & X & X & X \\
X & X & 0 & 0 & 0 \\
X & 0 & X & 0 & 0 \\
X & 0 & 0 & X & 0 \\
X & 0 & 0 & 0 & X
\end{bmatrix}
$$

After processing the first row the structure is:

$$
\begin{bmatrix}
1 & X & X & X & X \\
0 & X & X & X & X \\
0 & X & X & X & X \\
0 & X & X & X & X \\
0 & X & X & X & X
\end{bmatrix}
$$

When completely triangular the upper triangular structure is full

$$
\begin{bmatrix}
1 & X & X & X & X \\
0 & 1 & X & X & X \\
0 & 0 & 1 & X & X \\
0 & 0 & 0 & 1 & X \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}
$$
If instead node 1 is ordered last then the $[G]$ matrix has the structure:

$$
\begin{bmatrix}
X & 0 & 0 & 0 & X \\
0 & X & 0 & 0 & X \\
0 & 0 & X & 0 & X \\
0 & 0 & 0 & X & X \\
X & X & X & X & X
\end{bmatrix}
$$

After processing the first row the structure is:

$$
\begin{bmatrix}
1 & 0 & 0 & 0 & X \\
0 & X & 0 & 0 & X \\
0 & 0 & X & 0 & X \\
0 & 0 & 0 & X & X \\
0 & X & X & X & X
\end{bmatrix}
$$

When triangulation is complete the upper triangular matrix now has less fill-in.

$$
\begin{bmatrix}
1 & 0 & 0 & 0 & X \\
0 & 1 & 0 & 0 & X \\
0 & 0 & 1 & 0 & X \\
0 & 0 & 0 & 1 & X \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}
$$

This illustration uses the standard textbook approach of eliminating elements below the diagonal on a column basis; instead, a mathematically equivalent row-by-row elimination is normally performed that has programming advantages [5]. Moreover symmetry in the $[G]$ matrix allows only half of it to be stored. Three ordering schemes have been published [8] and are now commonly used in transient programs. There is a tradeoff between the programming complexity, computation effort and level of
Numerical integrator substitution

4.8 Numerical errors and instabilities

The trapezoidal rule contains a truncation error which normally manifests itself as chatter or simply as an error in the waveforms when the time step is large. This is particularly true if cutsets of inductors and current sources, or loops of capacitors and voltage sources exist. Whenever discontinuities occur (switching of devices, or modification of non-linear component parameters, …) care is needed as these can initiate chatter problems or instabilities. Two separate problems are associated with discontinuities. The first is the error in making changes at the next time point after the discontinuity, for example current chopping in inductive circuits due to turning OFF a device at the next time point after the current has gone to zero, or proceeding on a segment of a piecewise linear characteristic one step beyond the knee point. Even if the discontinuity is not stepped over, chatter can occur due to error in the trapezoidal rule. These issues, as they apply to power electronic circuits, are dealt with further in Chapter 9.

Other instabilities can occur because of time step delays inherent in the model. For example this could be due to an interface between a synchronous machine model and the main algorithm, or from feedback paths in control systems (Chapter 8). Instabilities can also occur in modelling non-linear devices due to the sampled nature of the simulation as outlined in section 4.5. Finally ‘bang–bang’ instability can occur due to the interaction of power electronic device non-linearity and non-linear devices such as surge arresters. In this case the state of one influences the other and finding the appropriate state can be difficult.

4.9 Summary

The main features making numerical integration substitution a popular method for the solution of electromagnetic transients are: simplicity, general applicability and computing efficiency.

Its simplicity derives from the conversion of the individual power system elements (i.e. resistance, inductance and capacitance) and the transmission lines into Norton equivalents easily solvable by nodal analysis. The Norton current source represents the component past History terms and the Norton impedance consists of a pure conductance dependent on the step length.

By selecting the appropriate integration step, numerical integration substitution is applicable to all transient phenomena and to systems of any size. In some cases, however, the inherent truncation error of the trapezoidal method may lead to oscillations; improved numerical techniques to overcome this problem will be discussed in Chapters 5 and 9.

Efficient solutions are possible by the use of a constant integration step length throughout the study, which permits performing a single conductance matrix
triangular factorisation before entering the time step loop. Further efficiency is achieved by exploiting the large sparsity of the conductance matrix.

An important concept is the use of subsystems, each of which, at a given time step, can be solved independently of the others. The main advantage of subsystems is the performance improvement when multiple time-steps/interpolation algorithms are used. Interpolating back to discontinuities is performed only on one subsystem. Subsystems also allow parallel processing hence real-time applications as well as interfacing different solution algorithms. If sparsity techniques are not used (early EMTDC versions) then subsystems also greatly improve the performance.

4.10 References

Chapter 5

The root-matching method

5.1 Introduction

The integration methods based on a truncated Taylor’s series are prone to numerical oscillations when simulating step responses.

An interesting alternative to numerical integration substitution that has already proved its effectiveness in the control area, is the exponential form of the difference equation. The implementation of this method requires the use of root-matching techniques and is better known by that name.

The purpose of the root-matching method is to transfer correctly the poles and zeros from the \( s \)-plane to the \( z \)-plane, an important requirement for reliable digital simulation, to ensure that the difference equation is suitable to simulate the continuous process correctly.

This chapter describes the use of root-matching techniques in electromagnetic transient simulation and compares its performance with that of the conventional numerical integrator substitution method described in Chapter 4.

5.2 Exponential form of the difference equation

The application of the numerical integrator substitution method, and the trapezoidal rule, to a series \( RL \) branch produces the following difference equation for the branch:

\[
i_k = \frac{(1 - \Delta t R/(2L))}{(1 + \Delta t R/(2L))}i_{k-1} + \frac{\Delta t/(2L)}{(1 + \Delta t R/(2L))}(v_k + v_{k-1})
\]

(5.1)

Careful inspection of equation 5.1 shows that the first term is a first order approximation of \( e^{-x} \), where \( x = \Delta t R/L \) and the second term is a first order approximation of \((1 - e^{-x})/2\) [1]. This suggests that the use of the exponential expressions in the difference equation should eliminate the truncation error and thus provide accurate and stable solutions regardless of the time step.
Equation 5.1 can be expressed as:

\[ i_k = e^{-\Delta t R/L} i_{k-1} + \left(1 - e^{-\Delta t R/L}\right) v_k \]  

(5.2)

Although the exponential form of the difference equation can be deduced from the difference equation developed by the numerical integrator substitution method, this approach is unsuitable for most transfer functions or electrical circuits, due to the difficulty in identifying the form of the exponential that has been truncated. The root-matching technique provides a rigorous method.

Numerical integrator substitution provides a mapping from continuous to discrete time, or equivalently from the \( s \) to the \( z \)-domain. The integration rule used will influence the mapping and hence the error. Table 5.1 shows the characteristics of forward rectangular, backward rectangular (implicit or backward Euler) and trapezoidal integrators, including the mapping of poles in the left-hand half \( s \)-plane into the \( z \)-plane. If the continuous system is stable (has all its poles in the left-hand half \( s \)-plane) then under forward Euler the poles in the \( z \)-plane can lie outside the unit circle and hence an unstable discrete system can result. Both backward Euler and the trapezoidal rule give stable discrete systems, however stability gives no indication of the accuracy of the representation.

The use of the trapezoidal integrator is equivalent to the bilinear transform (or Tustin method) for transforming from a continuous to a discrete system, the former being the time representation of the latter. To illustrate this point the bilinear transform will be next derived from the trapezoidal rule.

In the \( s \)-plane the expression for integration is:

\[ \frac{Y(s)}{X(s)} = \frac{1}{s} \]  

(5.3)

In discrete time the trapezoidal rule is expressed as:

\[ y_n = y_{n-1} + \frac{\Delta t}{2} (x_n + x_{n-1}) \]  

(5.4)

Transforming equation 5.4 to the \( z \)-plane gives:

\[ Y(z) = z^{-1} Y(z) + \frac{\Delta t}{2} (X(z) + X(z)z^{-1}) \]  

(5.5)

Rearranging gives for integration in the \( z \)-domain:

\[ \frac{Y(z)}{X(z)} = \frac{\Delta t}{2} \frac{(1 + z^{-1})}{(1 - z^{-1})} \]  

(5.6)

Equating the two integration expressions (i.e. equations 5.3 and 5.6) gives the well known bilinear transform equation:

\[ s \approx \frac{2}{\Delta t} \frac{(1 - z^{-1})}{(1 + z^{-1})} \]  

(5.7)
Table 5.1 Integrator characteristics

<table>
<thead>
<tr>
<th>Name</th>
<th>Forward rectangular (forward Euler)</th>
<th>Backward rectangular (implicit/backward Euler)</th>
<th>Trapezoidal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waveform</td>
<td><img src="waveform_forward.png" alt="" /></td>
<td><img src="waveform_back.png" alt="" /></td>
<td><img src="waveform_trap.png" alt="" /></td>
</tr>
<tr>
<td>Integrator</td>
<td>( y_k = y_{k-1} + \Delta t f_k )</td>
<td>( y_k = y_{k-1} + \Delta t f_k )</td>
<td>( y_k = y_{k-1} + \frac{\Delta t}{2} (f_k + f_{k-1}) )</td>
</tr>
<tr>
<td>Differentiator</td>
<td>( \dot{y}<em>k = \frac{y</em>{k+1} - y_k}{\Delta t} )</td>
<td>( \dot{y}<em>k = \frac{y_k - y</em>{k-1}}{\Delta t} )</td>
<td>( \dot{y}<em>k = \frac{2}{\Delta t} (y_k - y</em>{k-1}) - \dot{y}_{k-1} )</td>
</tr>
<tr>
<td>Approximation to (s)</td>
<td>( s \approx \frac{z - 1}{\Delta t} )</td>
<td>( s \approx \frac{z - 1}{\Delta t z} )</td>
<td>( s \approx \frac{2 (z - 1)}{\Delta t (z + 1)} )</td>
</tr>
</tbody>
</table>

\( s \) to \( z \)-plane
Hence the trapezoidal rule and the bilinear transform give the same mapping between the \(s\) and \(z\)-planes and are therefore identical.

Equation 5.7 can also be derived from an approximation of an exponential. The actual relationship between \(s\) and \(z\) is:

\[
z = e^{s \Delta t}
\]  

(5.8)

Hence

\[
z^{-1} = e^{-s \Delta t}
\]  

(5.9)

Expressing \(e^{-s \Delta t}\) as two exponential functions and then using the series approximation gives:

\[
z^{-1} = e^{-s \Delta t} = \frac{e^{-s \Delta t/2}}{e^{s \Delta t/2}} \approx \frac{(1 - s \Delta t/2)}{(1 + s \Delta t/2)}
\]  

(5.10)

Rearranging for \(s\) gives:

\[
s \approx \frac{2}{\Delta t} \cdot \frac{(1 - z^{-1})}{(1 + z^{-1})}
\]  

(5.11)

which is identical to equation 5.7. Hence the trapezoidal rule (and many other integration rules for that matter) can be considered as a truncated series approximation of the exact relationship between \(s\) and \(z\).

### 5.3 \(z\)-domain representation of difference equations

Digital simulation requires the use of the \(z\)-domain, either in the form of a transfer function or as an equivalent difference equation.

In the transfer function approach:

\[
H(z) = \frac{a_0 + a_1 \cdot z^{-1} + a_2 \cdot z^{-2} + \cdots + a_m \cdot z^{-m}}{1 + b_1 \cdot z^{-1} + b_2 \cdot z^{-2} + \cdots + b_m \cdot z^{-m}} = \frac{Y(z)}{U(z)}
\]  

(5.12)

or expressed as a two-sided recursion [2]

\[
\left(a_0 + a_1 \cdot z^{-1} + a_2 \cdot z^{-2} + \cdots + a_m \cdot z^{-m}\right) U(z) = \left(1 + b_1 \cdot z^{-1} + b_2 \cdot z^{-2} + \cdots + b_m \cdot z^{-m}\right) Y(z)
\]  

(5.13)

Equation 5.13 can be implemented directly and without any approximation as a Norton equivalent.

Rearranging equation 5.13 gives:

\[
Y(z) = \left(a_0 + a_1 \cdot z^{-1} + a_2 \cdot z^{-2} + \cdots + a_m \cdot z^{-m}\right) U(z) - \left(b_1 \cdot z^{-1} + b_2 \cdot z^{-2} + \cdots + b_m \cdot z^{-m}\right) Y(z)
\]  

(5.14)
The corresponding difference equation is:

\[
y(k\Delta t) = (a_0 \cdot u + a_1 \cdot u_{-1} + a_2 \cdot u_{-2} + \cdots + a_m \cdot u_{-m}) \\
- (b_1 \cdot y_{-1} + b_2 \cdot y_{-2} + \cdots + b_m \cdot y_{-m})
\]  

(5.15)

The first term on the right side of equation 5.15 is the instantaneous term between input and output, while the other terms are history terms. Hence the conductance is \(a_0\) and the history term is:

\[
a_1u_{-1} + a_2u_{-2} + \cdots + a_mu_{-m} - b_1y_{-1} + b_2y_{-2} + \cdots + b_my_{-m}
\]  

(5.16)

Whereas in the \(s\)-domain stability is ensured if poles are in the left-hand half-plane, the equivalent criterion in the \(z\)-plane is that the poles must reside inside the unit circle.

In the transformation from the \(s\) to \(z\)-plane, as required by digital simulation, the poles and zeros must be transformed correctly and this is the purpose of the root-matching technique. In other words, to ensure that a difference equation is suitable to simulate a continuous process the poles, zeros and final value of the difference equation should match those of the actual system. If these conditions are met the difference equations are intrinsically stable, provided the actual system is stable, regardless of the step size. The difference equations generated by this method involve exponential functions, as the transform equation \(z^{-1} = e^{-s\Delta t}\) is used rather than some approximation to it.

When integrator substitution is used to derive a difference equation, the poles and zeros usually are not inspected, and these can therefore be poorly positioned or there can even be extra poles and zeros. Because the poles and zeros of the difference equation do not match well those of the continuous system, there are situations when the difference equation is a poor representation of the continuous system.

The steps followed in the application of the root-matching technique are:

1. Determine the transfer function in the \(s\)-plane, \(H(s)\) and the position of its poles and zeros.
2. Write the transfer function \(H(s)\) in the \(z\)-plane using the mapping \(z = e^{s\Delta t}\), thus ensuring the poles and zeros are in the correct place. Also add a constant to allow adjustment of the final value.
3. Use the final value theorem to compute the final value of \(H(s)\) for a unit step input.
4. Determine the final value of \(H(z)\) for unit step input and adjust the constant to be the correct value.
5. Add extra zeros depending on the assumed input variation between solution points.
6. Write the resulting \(z\)-domain equation in the form of a difference equation.

The final value of \(H(s)\) must not be zero to allow the final value matching constant in \(H(z)\) to be determined. When that happens the final value is matched for a different input. For example some systems respond to the derivative of the input and in such cases the final value for a unit ramp input is used.

Appendix E (sections E.1 and E.2) illustrate the use of the above procedure with a single order lag function and a first order differential pole, respectively.
Table 5.2  Exponential form of difference equation

<table>
<thead>
<tr>
<th>Transfer function</th>
<th>Expression for Norton</th>
</tr>
</thead>
</table>
| $H(s) = \frac{G}{1 + s\tau}$ | $R = 1/k$  
$I_{\text{History}} = e^{-\Delta t/\tau} \cdot I_{t-\Delta t}$  
$k = G \cdot (1 - e^{-\Delta t/\tau})$ |
| $H(s) = G \cdot (1 + s\tau)$ | $R = 1/k$  
$I_{\text{History}} = -k \cdot e^{-\Delta t/\tau} \cdot V_{t-\Delta t}$  
$k = \frac{G}{(1 - e^{-\Delta t/\tau})}$ |
| $H(s) = \frac{G \cdot s}{1 + s\tau}$ | $R = 1/k$  
$I_{\text{History}} = e^{-\Delta t/\tau} \cdot I_{t-\Delta t} - k \cdot V_{t-\Delta t}$  
$k = \frac{G \cdot (1 - e^{-\Delta t/\tau})}{\Delta t}$ |
| $H(s) = \frac{G \cdot (1 + s\tau_1)}{(1 + s\tau_2)}$ | $R = 1/k$  
$I_{\text{History}} = e^{-\Delta t/\tau_2} \cdot I_{t-\Delta t} - k \cdot V_{t-\Delta t} \cdot e^{-\Delta t/\tau_1}$  
$k = \frac{G \cdot (1 - e^{-\Delta t/\tau_1})}{(1 - e^{-\Delta t/\tau_2})}$ |
| $H(s) = \frac{G \cdot \omega_n^2}{s^2 + 2\zeta \omega_n s + \omega_n^2}$ | $R = 1/k$  
$I_{\text{History}} = A \cdot I_{t-\Delta t} - B \cdot I_{t-2\Delta t}$  
$k = G \cdot (1 - e^{\Delta t \cdot p_1}) \cdot (1 - e^{\Delta t \cdot p_2})$  
$= G \cdot (1 - A + B)$ |
| $H(s) = \frac{G \cdot s \omega_n^2}{s^2 + 2\zeta \omega_n s + \omega_n^2}$ | $R = 1/k$  
$I_{\text{History}} = -k \cdot V_{t-\Delta t} + A \cdot I_{t-\Delta t} - B \cdot I_{t-2\Delta t}$  
$k = \frac{G \cdot (1 - e^{\Delta t \cdot p_1}) \cdot (1 - e^{\Delta t \cdot p_2})}{\Delta t}$  
$= \frac{G \cdot (1 - A + B)}{\Delta t}$ |
| $H(s) = \frac{G \cdot (s^2 + 2\zeta \omega_n s + \omega_n^2)}{s \omega_n}$ | $R = k$  
$I_{\text{History}} = I_{t-\Delta t} - \frac{A}{k} \cdot V_{t-\Delta t} + \frac{B}{k} \cdot I_{t-2\Delta t}$  
$k = \frac{G \cdot (1 - e^{\Delta t \cdot p_1}) \cdot (1 - e^{\Delta t \cdot p_2})}{\Delta t}$  
$= \frac{G \cdot (1 - A + B)}{\Delta t}$ |
The root-matching method gives expressions of the exponential form of difference equation for various $s$-domain transfer functions.

In Table 5.2, $A$ and $B$ are as follows:

If two real roots ($\zeta > 1$):

$$
A = 2e^{-\zeta \omega_n \Delta t} \left(e^{\Delta t \omega_n \sqrt{\zeta^2 - 1}} + e^{-\Delta t \omega_n \sqrt{\zeta^2 - 1}}\right)
$$
$$
B = e^{-2\zeta \omega_n \Delta t}
$$

If two repeated roots ($\zeta = 1$):

$$
A = 2e^{-\omega_n \Delta t}
$$
$$
B = e^{-2\omega_n \Delta t}
$$

If complex roots ($\zeta < 1$):

$$
A = 2e^{-\zeta \omega_n \Delta t} \cos \left(\omega_n \Delta t \sqrt{1 - \zeta^2}\right)
$$
$$
B = e^{-2\zeta \omega_n \Delta t}
$$

By using the input form shown in Figure 5.13(a) on page 113, the homogeneous solution of the difference equation matches the homogeneous solution of the differential equation exactly. It also generates a solution of the differential equation’s response that is exact for the step function and a good approximation for an arbitrary forcing function.

### 5.4 Implementation in EMTP algorithm

The exponential form of the difference equation can be viewed as a Norton equivalent in just the same way as the difference equation developed by Dommel’s method, the only difference being the formula used for the derivation of the terms. Figure 5.1 illustrates this by showing the Norton equivalents of a series $RL$ branch developed using Dommel’s method and the exponential form respectively. Until recently it has not been appreciated that the exponential form of the difference equation can be applied to the main electrical components as well as control equations, in time domain simulation. Both can be formed into Norton equivalents, entered in the conductance matrix and solved simultaneously with no time step delay in the implementation.

To remove all the numerical oscillations when the time step is large compared to the time constant, the difference equations developed by root-matching techniques must be implemented for all series and parallel $RL$, $RC$, $LC$ and $RLC$ combinations.

The network solution of Dommel’s method is:

$$
[G]v(t) = i(t) + I_{\text{History}}
$$

(5.17)
Structurally the root-matching algorithm is the same as Dommel’s, the only difference being in the formula used for the derivation of the conductance and past history terms. Moreover, although the root-matching technique can also be applied to single $L$ or $C$ elements, there is no need for that, as in such cases the response is no longer of an exponential form. Hence Dommel’s algorithm is still used for converting individual $L$ and $C$ elements to a Norton equivalent. This allows difference equations, hence Norton equivalents, based on root-matching methods to be used in existing electromagnetic transient programs easily, yet giving unparalleled improvement in accuracy, particularly for large time steps.

In the new algorithm, $I_{\text{History}}$ includes the history terms of both Dommel’s and the root-matching method. Similarly the conductance matrix, which contains the conductance terms of the Norton equivalents, includes some terms from Dommel’s technique and others of the exponential form developed from the root-matching technique.

The main characteristics of the exponential form that permit an efficient implementation are:

- The exponential term is calculated and stored prior to entering the time step loop.
- During the time step loop only two multiplications and one addition are required to calculate the $I_{\text{History}}$ term. It is thus more efficient than NIS using the trapezoidal rule.
- Fewer previous time step variables are required. Only the previous time step current is needed for an $RL$ circuit, while Dommel’s method requires both current and voltage at the previous time-step.

Three simple test cases are used to illustrate the algorithm’s capability [3]. The first case shown in Figure 5.2 relates to the switching of a series $RL$ branch. Using a $\Delta t = \tau$ time step ($\tau$ being the time constant of the circuit), Figure 5.3 shows the current response derived from Dommel’s method, the exponential method and
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![Switching test system diagram]

**Figure 5.2** Switching test system

**Figure 5.3** Step response of switching test system for $\Delta t = \tau$

continuous analysis (theoretical result). At this time step, Dommel’s method does not show numerical oscillations, but introduces considerable error. The results shown in Figure 5.4 correspond to a time step of $\Delta t = 5\tau$ ($\tau = 50\ \mu s$). Dommel’s method now exhibits numerical oscillations due to truncation errors, whereas the exponential form gives the correct answer at each solution point. Increasing the time step to
Figure 5.4  Step response of switching test system for $\Delta t = 5\tau$

Figure 5.5  Step response of switching test system for $\Delta t = 10\tau$

$\Delta t = 10\tau$ results in much greater numerical oscillation for Dommel’s method, while the exponential form continues to give the exact answer (Figure 5.5).

The second test circuit, shown in Figure 5.6, consists of a $RLC$ circuit with a resonant frequency of 10 kHz, excited by a 5 kHz current source. Figures 5.7 and 5.8
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Sine-wave excitation
5 kHz or 10 kHz

\[ f = \frac{1}{2\pi \sqrt{LC}} = 10 \text{kHz} \]

\[ R = 1 \Omega \]
\[ L = 0.2533 \text{mH} \]
\[ C = 1 \mu\text{F} \]

**Figure 5.6** Resonance test system

![Resonance Test System Diagram]

**Figure 5.7** Comparison between exponential form and Dommel’s method to a 5 kHz excitation for resonance test system. \( \Delta t = 25 \mu\text{s} \)

show the voltage response using 25\( \mu\text{s} \) and 10\( \mu\text{s} \) time steps, respectively. Considerable deviation from the expected sinusoidal waveform is evident for Dommel’s method. Figure 5.9 shows the comparison when the excitation contains a 10 kHz component of 1 A peak for a time-step of 10\( \mu\text{s} \). At that frequency the inductance and capacitance cancel out and the exponential form gives the correct response, i.e. a 2 V peak-to-peak 10 kHz sinusoid on top of the d.c. component (shown in Figure 5.10), whereas Dommel’s method oscillates. The inductor current leads the capacitor voltage by 90 degrees. Therefore, when initialising the current to zero the capacitor voltage should be at its maximum negative value. If the capacitor voltage is also initialised to zero a d.c. component of voltage \( |V| = I/\omega C \) is effectively added, which is equivalent to an additional charge on the capacitor to change its voltage from maximum negative to zero.

A third test circuit is used to demonstrate the numerical problem of current chopping in inductive circuits. A common example is the modelling of power electronic
Figure 5.8  Comparison between exponential form and Dommel’s method to a 5 kHz excitation for resonance test system. $\Delta t = 10 \, \mu s$

Figure 5.9  Comparison between exponential form and Dommel’s method to 10 kHz excitation for resonance test system
devices such as diodes and thyristors. Although the changes of state are constrained to occur at multiples of the step length, the current falls to zero between these points [4]; thus the change occurs at the time point immediately after and hence effectively turning the device off with a slight negative current. To demonstrate this effect Figure 5.11 uses a simple system where an a.c. voltage source supplies power to an $RL$ load via a diode. Figure 5.12(a) shows the load voltage for the exponential form and Dommel’s method using a time-step of $500\,\mu s$. This clearly shows the superiority of the exponential form of difference equation. The numerical oscillation at switch-off depends on how close to a time point the current drops to zero, and hence the size of negative current at the switching point. The negative current at switching is clearly evident in the load current waveform shown in Figure 5.12(b).
These three test circuits clearly demonstrate the accuracy and stability of the exponential form of the difference equation regardless of the time step.

**5.5 Family of exponential forms of the difference equation**

In the root-matching technique used to derive the exponential form of a difference equation the poles and zeros of the $s$-domain function are matched in the $z$-domain.

---

**Figure 5.12  Response to diode test system (a) Voltage (b) Current**
The root-matching method: Function. Extra zeros are added based on the assumed discretisation on the input, which is continuous [5]. Figure 5.13 shows some of the possible discretisations and these result in a family of exponential forms of the difference equation. The root-matching technique is equally applicable to equations representing control or electrical systems [6]. For each of the discretisation types, with reference to the first order lag function shown in Figure 5.14, the use of the root-matching technique expressed as a rational function in $z^{-1}$ produces the following exponential form difference equations.

Input type (a):

\[
\frac{y(z)}{u(z)} = \frac{b/a(1 - e^{-a\Delta t})}{(1 - z^{-1}e^{-a\Delta t})}
\]

Input type (b):

\[
\frac{y(z)}{u(z)} = \frac{b/a(1 - e^{-a\Delta t})z^{-1}}{(1 - z^{-1}e^{-a\Delta t})}
\]

Input type (c):

\[
\frac{y(z)}{u(z)} = \frac{b/(2a)(1 - e^{-a\Delta t})(1 + z^{-1})}{(1 - z^{-1}e^{-a\Delta t})}
\]
Input type (d):

\[
\frac{y(z)}{u(z)} = \frac{b/a(\frac{1}{a/\Delta t})(1 - e^{-a/\Delta t})z^{-1} + b/a(1 - 1/(a/\Delta t)(1 - e^{-a/\Delta t}))}{(1 - z^{-1}e^{-a/\Delta t})}
\]

Table E.3 (Appendix E) summarises the resulting difference equation for the family of exponential forms developed using root-matching techniques. The table also contains the difference equations derived from trapezoidal integrator substitution. The difference equations are then converted to the form:

\[
(a_0 + a_1 z^{-1})/(b_0 + b_1 z^{-1}) \text{ or } (a'_0 + a'_1 z^{-1})/(1 + b_1 z^{-1}) \text{ if } b_0 \text{ is non-zero}
\]

Tables E.1 and E.2 give the coefficients of a rational function in \( z^{-1} \) that represents each difference equation for the family of exponential forms, for admittance and impedance respectively. It can be shown that the difference equation obtained assuming type input (d) is identical to that obtained from the recursive convolution technique developed by Semlyen and Dabuleanu [7].

### 5.5.1 Step response

A comparison of step responses is made here with reference to the simple switching of a series \( RL \) branch, shown in Figure 5.2. Figure 5.15 shows the current magnitude using the difference equations generated by Dommel’s method, root-matching for input types (a), (b), (c) and (d) and the theoretical result for \( \Delta t = \tau \) (\( \tau = 50 \mu s \)). Figures 5.16 and 5.17 show the same comparison for \( \Delta t = 5\tau \) and \( \Delta t = 10\tau \), respectively. Note that in the latter cases Dommel’s method exhibits numerical oscillation. Root-matching type (a) gives the exact answer at each time point as its discretisation of the input is exact. Root-matching type (b) gives the exact values but one time step late as its discretisation of the input is a step occurring one time step later. Root-matching type (c) is an average between the previous two root-matching techniques.

![Figure 5.15](image)

Figure 5.15  Comparison of step response of switching test system for \( \Delta t = \tau \)
Although from Figure 5.13 it would seem that root-matching type (d) should provide the best approximation to an arbitrary waveform, this input resulted in significant inaccuracies. The reason is that this discretisation is unable to model a pure step, i.e. there will always be a slope, which is a function of $\Delta t$, as depicted in Figure 5.18. However if $\Delta t$ is sufficiently small then this method will provide a good approximation to a step response.

Root-matching type (b) results in terms from the previous time step only, that is only a current source but no parallel conductance. This can cause simulation problems if a non-ideal switch model is used. If a switch is modelled by swapping between high and low resistance states then even when it is OFF, a very small current flow is calculated. This current is then multiplied by $e^{-\Delta t/\tau}$ and injected into the high impedance switch and source, which results in a voltage appearing at the terminals. If an ideal switch cannot be modelled, judicious selection of the switch parameters can...
5.5.2 Steady-state response

The second test system, shown in Figure 5.6, consists of an $RL$ branch, excited by a 5 kHz current source. Figure 5.19 shows the voltage response using a 10 μs step length for each of the difference equations. The theoretical answer is $1.86 \sin(\omega t - \phi)$, where $\phi = -57.52^\circ$. Root-matching types (a), (b) and (d) give good answers; however, root-matching type (c) gives results indistinguishable from Dommel’s method.

It should be noted that as the excitation is a current source and root-matching type (b) is also a pure current source, there are two current sources connected to one node. Hence, in order to get answers for this system a parallel conductance must be added to enable Kirchhoff’s current law to be satisfied. The conductance value must be large enough so as not to influence the solution significantly but not too large otherwise instability will occur. However, from a stability viewpoint the poles in the $z$-plane for the complete solution fall outside the unit circle when parallel
resistance is increased. Using a voltage source rather than current source excitation would eliminate the need for a parallel resistor in the root-matching type (b).

The same conclusions are found from a simulation using 10 kHz as the excitation frequency and a step length of 10 $\mu$s. The theoretical answer is $3.30 \sin(\Delta t - \phi)$, where $\phi = -72.43^\circ$. In this case root-matching types (a), (b) and type (d) give good answers, and again, root-matching type (c) gives results indistinguishable from Dommel’s method (this is shown in Figure 5.20).

5.5.3 Frequency response

The frequency response of each difference equation can be reconstructed from the rational function by using the following equation:

$$Z(f) = \frac{\sum_{i=0}^{n} a_i e^{-j\omega i \Delta t}}{\sum_{i=0}^{n} b_i e^{-j\omega i \Delta t}}$$

which for root-matching, simplifies to:

$$\frac{1}{G_{equ}} - \frac{e^{-\Delta t/\tau} e^{-j\omega \Delta t}}{G_{equ}} = ((1 - \cos(\omega \Delta t)e^{-\Delta t/\tau}) + j \sin(\omega \Delta t))/G_{equ}$$

The magnitude and phase components are:

$$|Z(f)| = \sqrt{(1 - \cos(\omega \Delta t)e^{-\Delta t/\tau})^2 + \sin(\omega \Delta t)^2}/G_{equ}$$

and

$$\angle Z(f) = \tan^{-1} \left( \frac{\sin(\omega \Delta t)}{1 - \cos(\omega \Delta t)e^{-\Delta t/\tau}} \right)$$

The corresponding equation for an $s$-domain function is:

$$h(f) = \frac{\sum_{k=0}^{n} a_k (j\omega)^k}{1 + \sum_{k=1}^{n} b_k (j\omega)^k}$$
Figure 5.21  Frequency response for various simulation methods

The results of calculations performed using MATLAB (the code is given in Appendix F.4), are displayed in Figure 5.21. These results were verified by performing injection tests into the appropriate difference equation using PSCAD/EMTDC simulation software. As expected, the root-matching methods (a) and (b) provide the closest match to the theoretical magnitude response, while root-matching methods (c) and (d) are similar to the trapezoidal rule. The phase response clearly shows the phase advance and phase lag inherent in the various discretisations used in the various root-matching methods. Root-matching method (a) shows the phase advance and method (b) the phase lag expected. Root-matching methods (c) and (d) and trapezoidal integration show a considerably better phase response.

The trapezoidal rule assumes a linear variation between time points. An exponential form of the difference equation can also be derived assuming constant input between solution points. Hence the exponential form of a circuit or transfer function is not unique but depends on the assumed variation in input between time points.

5.6 Example

For the test system shown in Figure 5.2, if the switch is closed at $t = 1.0 \, \text{s}$ the exact solution is:

$$i(t) = \frac{V_{DC}}{R} \left( 1 - e^{-(t-1.0)/\tau} \right)$$

for $t \geq 1.0$ where $\tau = L/R$. 
The root-matching method

For this example the parameters of the circuit are: \( R = 100 \ \Omega \), \( L = 0.05 \) mH, \( V_{DC} = 100 \) V. If \( \Delta t = \tau = 50 \) \( \mu \)s the difference equation obtained using the trapezoidal rule is:

\[
i(t + \Delta t) = \frac{1}{3}i(t + \Delta t) + \frac{1}{3}(v(t + \Delta t) + v(t))
\]

For root-matching the difference equation is:

\[
i(t + \Delta t) = i(t)e^{-1} + v(t + \Delta t)(1 - e^{-1})
\]

and the results are summarised in Table 5.3.

For \( \Delta t = 5\tau = 250 \) \( \mu \)s the difference equations are:

\[
i(t + \Delta t) = \frac{2}{3}i(t + \Delta t) + \frac{5}{7}(v(t + \Delta t) + v(t)) \quad \text{– for the trapezoidal rule}
\]

\[
i(t + \Delta t) = i(t)e^{-5} + v(t + \Delta t)(1 - e^{-5}) \quad \text{– for the root-matching method}
\]

and the corresponding results are summarised in Table 5.4.

Finally for \( \Delta t = 10\tau = 500 \) \( \mu \)s the difference equations are:

\[
i(t + \Delta t) = \frac{2}{3}i(t + \Delta t) + \frac{5}{6}(v(t + \Delta t) + v(t)) \quad \text{– for the trapezoidal rule}
\]

\[
i(t + \Delta t) = i(t)e^{-10} + v(t + \Delta t)(1 - e^{-10}) \quad \text{– for the root-matching method}
\]

and the results are summarised in Table 5.5.

### Table 5.3  Response for \( \Delta t = \tau = 50 \) \( \mu \)s

<table>
<thead>
<tr>
<th></th>
<th>Exact solution</th>
<th>Trapezoidal rule</th>
<th>Root-matching</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1.0 + \Delta t</td>
<td>63.212056</td>
<td>33.333333</td>
<td>63.212056</td>
</tr>
<tr>
<td>1.0 + 2\Delta t</td>
<td>86.466472</td>
<td>77.777777</td>
<td>86.466472</td>
</tr>
<tr>
<td>1.0 + 3\Delta t</td>
<td>95.021293</td>
<td>92.2530864</td>
<td>95.021293</td>
</tr>
<tr>
<td>1.0 + 4\Delta t</td>
<td>98.168436</td>
<td>97.530864</td>
<td>98.168436</td>
</tr>
<tr>
<td>1.0 + 5\Delta t</td>
<td>99.326205</td>
<td>99.176955</td>
<td>99.326205</td>
</tr>
</tbody>
</table>

### Table 5.4  Response for \( \Delta t = 5\tau = 250 \) \( \mu \)s

<table>
<thead>
<tr>
<th></th>
<th>Exact solution</th>
<th>Trapezoidal rule</th>
<th>Root-matching</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1.0 + \Delta t</td>
<td>99.326205</td>
<td>71.428571</td>
<td>99.326205</td>
</tr>
<tr>
<td>1.0 + 2\Delta t</td>
<td>99.995460</td>
<td>112.244898</td>
<td>99.995460</td>
</tr>
<tr>
<td>1.0 + 3\Delta t</td>
<td>99.999969</td>
<td>94.752187</td>
<td>99.999969</td>
</tr>
<tr>
<td>1.0 + 4\Delta t</td>
<td>100.000000</td>
<td>102.249063</td>
<td>100.000000</td>
</tr>
</tbody>
</table>
To demonstrate why root-matching is so good let us consider the exact response at a discrete time $t_k$, i.e.

$$i(t_k) = \frac{V_{dc}}{R} (1 - e^{-(t_k-1.0)/\tau}) \quad (5.20)$$

which, expressed as a function of a previous time point at $t_k - \Delta t$, becomes:

$$i(t_k) = \frac{V_{dc}}{R} (1 - e^{-(t_k-1.0)/\tau}) = \frac{V_{dc}}{R} (1 - e^{-\Delta t/\tau} e^{-(t_k-\Delta t-1.0)/\tau}) \quad (5.21)$$

Now the same must be true for the previous time point, hence from equation 5.20:

$$i(t_k - \Delta t) = \frac{V_{dc}}{R} (1 - e^{-(t_k-\Delta t-1.0)/\tau}) \quad (5.22)$$

Hence

$$e^{-(t_k-\Delta t-1.0)/\tau} = 1 - \frac{R}{V_{dc}} i(t_k - \Delta t) \quad (5.23)$$

Substituting equation 5.23 in equation 5.21 gives:

$$i(t_k) = \frac{V_{dc}}{R} \left( 1 - e^{-\Delta t/\tau} \left( 1 - \frac{R}{V_{dc}} i(t_k - \Delta t) \right) \right)$$

$$= e^{-\Delta t/\tau} i(t_k - \Delta t) + \frac{V_{dc}}{R} (1 - e^{-\Delta t/\tau}) \quad (5.24)$$

which is exactly the difference equation for the root-matching method.

### 5.7 Summary

An alternative to the difference equation using the trapezoidal integration developed in Chapter 4 for the solution of the differential equations has been described in this chapter. It involves the exponential form of the difference equation and has been developed using the root-matching technique. The exponential form offers the following
advantages:

- Eliminates truncation errors, and hence numerical oscillations, regardless of the step length used.
- Can be applied to both electrical networks and control blocks.
- Can be viewed as a Norton equivalent in exactly the same way as the difference equation developed by the numerical integration substitution (NIS) method.
- It is perfectly compatible with NIS and the matrix solution technique remains unchanged.
- Provides highly efficient and accurate time domain simulation.

The exponential form can be implemented for all series and parallel $RL$, $RC$, $LC$ and $RLC$ combinations, but not arbitrary components and hence is not a replacement for NIS but a supplement.

5.8 References

Chapter 6
Transmission lines and cables

6.1 Introduction

Approximate nominal PI section models are often used for short transmission lines (of the order of 15 km), where the travel time is less than the solution time-step, but such models are unsuitable for transmission distances. Instead, travelling wave theory is used in the development of more realistic models.

A simple and elegant travelling wave model of the lossless transmission line has already been described in Chapter 4 in the form of a dual Norton equivalent. The model is equally applicable to overhead lines and cables; the main differences arise from the procedures used in the calculation of the electrical parameters from their respective physical geometries. Carson’s solution [1] forms the basis of the overhead line parameter calculation, either as a numerical integration of Carson’s equation, the use of a series approximation or in the form of a complex depth of penetration. Underground cable parameters, on the other hand, are calculated using Pollack’s equations [2], [3].

Multiconductor lines have been traditionally accommodated in the EMTP by a transformation to natural modes to diagonalise the matrices involved. Original stability problems were thought to be caused by inaccuracies in the modal domain representation, and thus much of the effort went into the development of more accurate fitting techniques. More recently, Gustavsen and Semlyen [4] have shown that, although the phase domain is inherently stable, its associated modal domain may be inherently unstable regardless of the fitting. This revelation has encouraged a return to the direct modelling of lines in the phase domain.

Figure 6.1 displays a decision tree for the selection of the appropriate transmission line model. The minimum limit for travel time is Length/c where the c is the speed of light, and this can be compared to the time step to see if a PI section or travelling wave model is appropriate. Various PI section models exist, however the nominal (or coupled) PI, displayed in Figure 6.2, is the preferred option for transient solutions. The exact equivalent PI is only adequate for steady-state solution where only one frequency is considered.
Bergeron’s model [5] is a simple, constant frequency method based on travelling wave theory. It is basically the model described in Chapter 4. Here, the line is still treated as lossless but its distributed series resistance is added in lump form. Although the lumped resistances can be inserted throughout the line by dividing its total length into several sections, it makes little difference to do so and the use of just two sections at the ends is perfectly adequate. This lumped resistance model, shown in Figure 6.3, gives reasonable answers provided that \( R/4 \ll Z_C \), where \( Z_C \) is the characteristic (or surge) impedance. However, for high frequency studies (e.g. power line carrier) this lumped resistance model may not be adequate.
By assigning half of the mid-point resistance to each line section, a model of half the line is depicted in Figure 6.4, where:

\[
i_{km}(t) = \frac{1}{Z_C + R/4} v_k(t) + I_k(t - \tau/2) \quad (6.1)
\]

and

\[
I_k(t - \tau/2) = \frac{-1}{Z_C + R/4} v_m(t - \tau/2) - \left(\frac{Z_C - R/4}{Z_C + R/4}\right) i_m(t - \tau/2) \quad (6.2)
\]

Finally, by cascading two half-line sections and eliminating the mid-point variables, as only the terminals are of interest, the model depicted in Figure 6.5 is obtained. It has the same form as the previous models but the current source representing the history terms is more complicated as it contains conditions from both ends on the line at time \( (t - \tau/2) \). For example the expression for the current source at end \( k \) is:

\[
I'_k(t - \tau) = \frac{-Z_C}{(Z_C + R/4)^2} (v_m(t - \tau) + (Z_C - R/4) i_m(t - \tau))
\]

\[
+ \frac{-R/4}{(Z_C + R/4)^2} (v_k(t - \tau) + (Z_C - R/4) i_k(t - \tau)) \quad (6.3)
\]
In the EMTDC program the line model separates the propagation into low and high frequency paths, so that the line can have a higher attenuation to higher frequencies. This was an early attempt to provide frequency dependence, but newer models (in the phase domain) are now preferred.

### 6.2.1 Multiconductor transmission lines

Equations 4.22 and 4.23 are also applicable to multiconductor lines by replacing the scalar voltages and currents by vectors and using inductance and capacitance matrices. The wave propagation equations in the frequency domain are:

\[
- \left[ \frac{dV_{\text{phase}}}{dx} \right] = \left[ Z'_{\text{phase}} \right] \left[ I_{\text{phase}} \right] \\
- \left[ \frac{dI_{\text{phase}}}{dx} \right] = \left[ Y'_{\text{phase}} \right] \left[ V_{\text{phase}} \right] 
\]

By differentiating a second time, one vector, either the voltage or current, may be eliminated giving:

\[
- \left[ \frac{d^2V_{\text{phase}}}{dx^2} \right] = \left[ Z'_{\text{phase}} \right] \left[ \frac{dI_{\text{phase}}}{dx} \right] = - \left[ Z'_{\text{phase}} \right] \left[ Y'_{\text{phase}} \right] \left[ V_{\text{phase}} \right] \\
- \left[ \frac{d^2I_{\text{phase}}}{dx^2} \right] = \left[ Y'_{\text{phase}} \right] \left[ \frac{dV_{\text{phase}}}{dx} \right] = - \left[ Y'_{\text{phase}} \right] \left[ Z'_{\text{phase}} \right] \left[ I_{\text{phase}} \right] 
\]

Traditionally the complication of having off-diagonal elements in the matrices of equations 6.6 and 6.7 is overcome by transforming into natural modes. Eigenvalue analysis is applied to produce diagonal matrices, thereby transforming from coupled equations in the phase domain to decoupled equations in the modal domain. Each equation in the modal domain is solved as for a single phase line by using modal travelling time and modal surge impedance.
The transformation matrices between phase and modal quantities are different for voltage and current, i.e.

\[
[V_{\text{phase}}] = [T_v][V_{\text{mode}}] \tag{6.8}
\]

\[
[I_{\text{phase}}] = [T_i][I_{\text{mode}}] \tag{6.9}
\]

Substituting equation 6.8 in 6.6 gives:

\[
\begin{bmatrix}
\frac{d^2[V_{\text{mode}}]}{dx^2}
\end{bmatrix} = [Z'_{\text{phase}}] [Y'_{\text{phase}}] [T_v][V_{\text{mode}}] \tag{6.10}
\]

Hence

\[
\begin{bmatrix}
\frac{d^2[V_{\text{mode}}]}{dx^2}
\end{bmatrix} = [T_v]^{-1} [Z'_{\text{phase}}] [Y'_{\text{phase}}] [T_v][V_{\text{mode}}] = \Lambda [V_{\text{mode}}] \tag{6.11}
\]

To find the matrix \([T_v]\) that diagonalises \([Z'_{\text{phase}}][Y'_{\text{phase}}]\) its eigenvalues and eigenvectors must be found. However the eigenvectors are not unique as when multiplied by a non-zero complex constant they are still valid eigenvectors, therefore some normalisation is desirable to allow the output from different programs to be compared. PSCAD/EMTDC uses the root squaring technique developed by Wedepohl for eigenvalue analysis [6]. To enable us to generate frequency-dependent line models the eigenvectors must be consistent from one frequency to the next, such that the eigenvectors form a continuous function of frequency so that curve fitting can be applied. A Newton–Raphson algorithm has been developed for this purpose [6].

Once the eigenvalue analysis has been completed then:

\[
[Z_{\text{mode}}] = [T_v]^{-1}[Z_{\text{phase}}][T_i] \tag{6.12}
\]

\[
[Y_{\text{mode}}] = [T_i]^{-1}[Y_{\text{phase}}][T_v] \tag{6.13}
\]

\[
[Z_{\text{surge} \ i}] = \frac{\sqrt{Z_{\text{mode} \ (i, i)}}}{\sqrt{Y_{\text{mode} \ (i, i)}}} \tag{6.14}
\]

where \([Z_{\text{mode}}]\) and \([Y_{\text{mode}}]\) are diagonal matrices.

As the products \([Z'_{\text{phase}}][Y'_{\text{phase}}]\) and \([Y'_{\text{phase}}][Z'_{\text{phase}}]\) are different so are their eigenvectors, even though their eigenvalues are identical. They are, however, related, such that \([T_i] = ([T_v]^T)^{-1}\) (assuming a normalised Euclidean norm, i.e. \(\sum_{j=1}^n T_{ij}^2 = 1\)) and therefore only one of them needs to be calculated. Looking at mode \(i\), i.e. taking the \(i\)th equation from 6.11, gives:

\[
\begin{bmatrix}
\frac{d^2[V_{\text{mode} \ i}]}{dx^2}
\end{bmatrix} = \Lambda_{ii} V_{\text{mode} \ i} \tag{6.15}
\]

and the general solution at point \(x\) in the line is:

\[
V_{\text{mode} \ i}(x) = e^{-\gamma_i x} V_{\text{mode} \ i}^F(k) + e^{\gamma_i x} V_{\text{mode} \ i}^B(m) \tag{6.16}
\]
where
\[ \gamma_i = \sqrt{\lambda_{ii}} \]

- \( V^F \) is the forward travelling wave
- \( V^B \) is the backward travelling wave.

Equation 6.16 contains two arbitrary constants of integration and therefore \( n \) such equations (\( n \) being the number of conductors) require \( 2n \) arbitrary constants. This is consistent with there being \( 2n \) boundary conditions, one for each end of each conductor. The corresponding matrix equation is:

\[
V_{\text{mode}}(x) = [e^{-\gamma x}] V^F_{\text{mode}}(k) + [e^{\gamma x}] V^B_{\text{mode}}(m) \quad (6.17)
\]

An \( n \)-conductor line has \( n \) natural modes. If the transmission line is perfectly balanced the transformation matrices are not frequency dependent and the three-phase line voltage transformation becomes:

\[
[T_v] = \frac{1}{k} \begin{bmatrix} 1 & 1 & -1 \\ 1 & 0 & 2 \\ 1 & -1 & -1 \end{bmatrix}
\]

Normalising and rearranging the rows will enable this matrix to be seen to correspond to Clarke’s components \((\alpha, \beta, 0)\) [7], i.e.

\[
\begin{bmatrix} V_a \\ V_b \\ V_c \end{bmatrix} = \begin{bmatrix} 1 & 0 & 1 \\ -\frac{1}{2} & \frac{\sqrt{3}}{2} & 1 \\ -\frac{1}{2} & -\frac{\sqrt{3}}{2} & 1 \end{bmatrix} \begin{bmatrix} V_\alpha \\ V_\beta \\ V_0 \end{bmatrix}
\]

\[
\begin{bmatrix} V_\alpha \\ V_\beta \\ V_0 \end{bmatrix} = \begin{bmatrix} \frac{2}{3} & -\frac{1}{3} & -\frac{1}{3} \\ 0 & \frac{1}{\sqrt{3}} & -\frac{1}{\sqrt{3}} \\ \frac{1}{3} & \frac{1}{3} & \frac{1}{3} \end{bmatrix} \begin{bmatrix} V_a \\ V_b \\ V_c \end{bmatrix} = \frac{1}{3} \begin{bmatrix} 2 & -1 & -1 \\ 0 & \sqrt{3} & -\sqrt{3} \\ 1 & 1 & 1 \end{bmatrix} \begin{bmatrix} V_a \\ V_b \\ V_c \end{bmatrix}
\]

Reintroducing phase quantities with the use of equation 6.8 gives:

\[
V_x(\omega) = [e^{-\Gamma x}] V^F + [e^{\Gamma x}] V^B \quad (6.18)
\]

where \([e^{-\Gamma x}] = [T_v][e^{-\gamma x}][T_v]^{-1}\) and \([e^{\Gamma x}] = [T_v][e^{\gamma x}][T_v]^{-1}\).

The matrix \( A(\omega) = [e^{-\Gamma x}] \) is the wave propagation (comprising of attenuation and phase shift) matrix.

The corresponding equation for current is:

\[
I_x(\omega) = [e^{-\Gamma x}] \cdot I^F - [e^{\Gamma x}] \cdot I^B = Y_C \left( [e^{-\Gamma x}] \cdot V^F - [e^{\Gamma x}] \cdot V^B \right) \quad (6.19)
\]

where
- \( I^F \) is the forward travelling wave
- \( I^B \) is the backward travelling wave.
The voltage and current vectors at end $k$ of the line are:

\[
V_k(\omega) = (V^F + V^B)
\]
\[
I_k(\omega) = (I^F + I^B) = Y_C(V^F - V^B)
\]

and at end $m$:

\[
V_m(\omega) = [e^{-\Gamma l}] \cdot V^F + [e^{\Gamma x}] \cdot V^B
\]
\[
I_m(\omega) = -Y_C([e^{-\Gamma l}] \cdot V^F - [e^{\Gamma l}] \cdot V^B)
\]

Note the negative sign due to the reference direction for current at the receiving end (see Figure 6.6).

Hence the expression for the forward and backward travelling waves at $k$ are:

\[
V^F = (V_k(\omega) + Z_C I_k(\omega))/2
\]
\[
V^B = (V_k(\omega) - Z_C I_k(\omega))/2
\]

Also, since

\[
[Y_C] \cdot V_k(\omega) + I_k(\omega) = 2I^F = 2[e^{-\Gamma l}] \cdot I^B
\]

and

\[
[Y_C] \cdot V_m(\omega) + I_m(\omega) = 2I^B = 2[e^{-\Gamma l}] \cdot I^F = [e^{-\Gamma l}](Y_C) \cdot V_k(\omega) + I_k(\omega)
\]

the forward and backward travelling current waves at $k$ are:

\[
I^F = ([Y_C] \cdot V_k(\omega) + I_k(\omega))/2
\]
\[
I^B = [e^{-\Gamma l}](Y_C) \cdot V_k(\omega) - I_k(\omega))/2
\]
6.3 Frequency-dependent transmission lines

The line frequency-dependent surge impedance (or admittance) and line propagation matrix are first calculated from the physical line geometry. To obtain the time domain response, a convolution must be performed as this is equivalent to a multiplication in the frequency domain. It can be achieved efficiently using recursive convolutions (which can be shown to be a form of root-matching, even though this is not generally recognised). This is performed by fitting a rational function in the frequency domain to both the frequency-dependent surge impedance and propagation constant.

As the line parameters are functions of frequency, the relevant equations should first be viewed in the frequency domain, making extensive use of curve fitting to incorporate the frequency-dependent parameters into the model. Two important frequency-dependent parameters influencing wave propagation are the characteristic impedance $Z_C$ and propagation constant $\gamma$. Rather than looking at $Z_C$ and $\gamma$ in the frequency domain and considering each frequency independently, they are expressed by continuous functions of frequency that need to be approximated by a fitted rational function.

The characteristic impedance is given by:

$$Z_C(\omega) = \sqrt{\frac{R'(\omega) + j\omega L'(\omega)}{G'(\omega) + j\omega C'(\omega)}} = \sqrt{\frac{Z'(\omega)}{Y'(\omega)}}$$  \hspace{1cm} (6.28)

while the propagation constant is:

$$\gamma(\omega) = \sqrt{(R'(\omega) + j\omega L'(\omega))(G'(\omega) + j\omega C'(\omega))} = \alpha(\omega) + j\beta(\omega)$$  \hspace{1cm} (6.29)

The frequency dependence of the series impedance is most pronounced in the zero sequence mode, thus making frequency-dependent line models more important for transients where appreciable zero sequence voltages and zero sequence currents exist, such as in single line-to-ground faults.

Making use of the following relationships

\[
\begin{align*}
\cosh(\Gamma l) &= \frac{e^{-\Gamma l} + e^{\Gamma l}}{2} \\
\sinh(\Gamma l) &= \frac{e^{\Gamma l} - e^{-\Gamma l}}{2} \\
\cosech(\Gamma l) &= \frac{1}{\sinh(\Gamma l)} \\
\coth(\Gamma l) &= \frac{1}{\tanh(\Gamma l)} = \frac{\cosh(\Gamma l)}{\sinh(\Gamma l)}
\end{align*}
\]

allows the following input–output matrix equation to be written:

$$\begin{pmatrix} V_k \\ I_{km} \end{pmatrix} = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \cdot \begin{pmatrix} V_m \\ -I_{mk} \end{pmatrix} = \begin{pmatrix} \cosh(\Gamma l) & Z_C \cdot \sinh(\Gamma l) \\ Y_C \cdot \sinh(\Gamma l) & \cosh(\Gamma l) \end{pmatrix} \begin{pmatrix} V_m \\ -I_{mk} \end{pmatrix}$$ \hspace{1cm} (6.30)
Rearranging equation 6.30 leads to the following two-port representation:

\[
\begin{pmatrix}
I_{km} \\
I_{mk}
\end{pmatrix} =
\begin{bmatrix}
D \cdot B^{-1} & C - D \cdot B^{-1}A \\
-B & B^{-1}A
\end{bmatrix}
\begin{pmatrix}
V_k \\
V_m
\end{pmatrix}
\]

\[
= \begin{bmatrix}
Y_C \cdot \coth(\Gamma l) & -Y_C \cdot \operatorname{cosech}(\Gamma l) \\
-Y_C \cdot \operatorname{cosech}(\Gamma l) & Y_C \cdot \coth(\Gamma l)
\end{bmatrix}
\begin{pmatrix}
V_k \\
V_m
\end{pmatrix}
\] (6.31)

and using the conversion between the modal and phase domains, i.e.

\[
[\coth(\Gamma l)] = [T_v] \cdot [\coth(\gamma (\omega)l)] \cdot [T_v]^{-1} \quad (6.32)
\]

\[
[cosech(\Gamma l)] = [T_v] \cdot [\cosech(\gamma (\omega)l)] \cdot [T_v]^{-1} \quad (6.33)
\]

the exact a.c. steady-state input–output relationship of the line at any frequency is:

\[
\begin{pmatrix}
V_k(\omega) \\
I_{km}(\omega)
\end{pmatrix} =
\begin{bmatrix}
\cosh(\gamma (\omega)l) & Z_C \sinh(\gamma (\omega)l) \\
1 & \sinh(\gamma (\omega)l) \cosh(\gamma (\omega)l)
\end{bmatrix}
\begin{pmatrix}
V_m(\omega) \\
-I_{mk}(\omega)
\end{pmatrix}
\] (6.34)

This clearly shows the Ferranti effect in an open circuit line, because the ratio

\[
V_m(\omega)/V_k(\omega) = 1/\cosh(\gamma (\omega)l)
\]

increases with line length and frequency.

The forward and backward travelling waves at end \( k \) are:

\[
F_k(\omega) = V_k(\omega) + Z_C(\omega)I_k(\omega) \quad (6.35)
\]

\[
B_k(\omega) = V_k(\omega) - Z_C(\omega)I_k(\omega) \quad (6.36)
\]

and similarly for end \( m \):

\[
F_m(\omega) = V_m(\omega) + Z_C(\omega)I_m(\omega) \quad (6.37)
\]

\[
B_m(\omega) = V_m(\omega) - Z_C(\omega)I_m(\omega) \quad (6.38)
\]

Equation 6.36 can be viewed as a Thevenin circuit (shown in Figure 6.7) where \( V_k(\omega) \) is the terminal voltage, \( B_k(\omega) \) the voltage source and characteristic or surge impedance, \( Z_C(\omega) \), the series impedance.

The backward travelling wave at \( k \) is the forward travelling wave at \( m \) multiplied by the wave propagation matrix, i.e.

\[
B_k(\omega) = A(\omega)F_m(\omega) \quad (6.39)
\]

Rearranging equation 6.35 to give \( V_k(\omega) \), and substituting in equation 6.39, then using equation 6.37 to eliminate \( F_m(\omega) \) gives:

\[
V_k(\omega) = Z_C(\omega)I_k(\omega) + A(\omega)(V_m(\omega) + Z_m(\omega)I_m(\omega)) \quad (6.40)
\]
Rearranging equation 6.40 gives the Norton form of the frequency dependent transmission line, i.e.

\[ I_k(\omega) = Y_C(\omega)V_k(\omega) - A(\omega)(I_m(\omega) + Y_C(\omega)V_m(\omega)) \]  

(6.41)

and a similar expression can be written for the other end of the line.

The Norton frequency-dependent transmission line model is displayed in Figure 6.8.

### 6.3.1 Frequency to time domain transformation

The frequency domain equations 6.40 and 6.41 can be transformed to the time domain by using the convolution principle, i.e.

\[ A(\omega)F_m(\omega) \Leftrightarrow a(t) \ast f_m = \int_{t} a(u) f_m(t-u) \, du \]  

(6.42)

where

\[ A(\omega) = e^{-\Gamma l} = e^{-\gamma(\omega)l} = e^{-\alpha(\omega)l}e^{-j\beta(\omega)l} \]  

(6.43)

is the propagation matrix. The propagation matrix is frequency dependent and it comprises two components, the attenuation \(e^{-\alpha(\omega)l}\) and phase shift \(e^{-j\beta(\omega)l}\). The time
domain equivalent of these are \( a(t) \) and \( \beta \), where \( a(t) \) is the time domain transform (impulse response) of \( e^{-\alpha(\omega)l} \) and \( \beta \) is a pure time delay (travelling time). The lower limit of the integral in equation 6.42, \( \tau \), is the time (in seconds) for an impulse to travel from one end of the line to the other.

Thus converting equations 6.40 and 6.41 to the time domain yields:

\[
v_k(t) = Z_C(t) \ast i_{km}(t) + a(t) \ast (v_m(t) + Z_C(t) \ast i_{mk}(t)) \tag{6.44}
\]

\[
i_k(t) = Y_C(t) \ast v_k(t) - a(t) \ast (Y_C(t) \ast v_m(t - \tau) - i_m(t - \tau)) \tag{6.45}
\]

This process can be evaluated efficiently using recursive convolution if \( a(u) \) is an exponential. This is achieved using the partial fraction expansion of a rational function to represent \( A(\omega) \) in the frequency domain as the inverse Laplace transform of \( k_m/(s + p_m) \) which is \( k_m \cdot e^{-p_mT} \). Hence the convolution of equation 6.42 becomes:

\[
y(t) = k_m \int_{\tau}^{t} e^{-p_m(T)} f_m(t - T) \, dT \tag{6.46}
\]

Semlyen and Dabuleanu [8] showed that for a single time step the above equation yields:

\[
y(t) = e^{-p_m\Delta t} \cdot y(t - \Delta t) + \int_{0}^{\Delta t} k_m e^{-p_mT} u(t - T) \, dT \tag{6.47}
\]

It is a recursive process because \( y(t) \) is found from \( y(t - \Delta t) \) with a simple integration over one single time step. If the input is assumed constant during the time step, it can be taken outside the integral, which can then be determined analytically, i.e.

\[
y(t) = e^{-p_m\Delta t} y(t - \Delta t) + u(t - \Delta t) \int_{0}^{\Delta t} k_m e^{-p_mT} \, dT \tag{6.48}
\]

\[
y(t) = e^{-p_m\Delta t} y(t - \Delta t) + \frac{k_m}{p_m} (1 - e^{-p_m\Delta t}) u(t - \Delta t) \tag{6.49}
\]

If the input is assumed to vary linearly, i.e.

\[
u(t - T) = \left( \frac{u(t - \Delta t) - u(t)}{\Delta t} \right) T + u(t) \tag{6.50}
\]

the resulting recursive equation becomes:

\[
y(t) = e^{-p_m\Delta t} x_{n-1} + \frac{k_m}{p_m} \left( 1 - \frac{1}{p_m \Delta t} (1 - e^{-a\Delta t}) \right) u(t)
\]

\[
+ \frac{k_m}{p_m} \left( -e^{-a\Delta t} + \frac{1}{p_m \Delta t} (1 - e^{-a\Delta t}) \right) u(t - \Delta t) \tag{6.51}
\]

The propagation constant can be approximated by the following rational function

\[
A_{\text{approx}}(s) = e^{-s\tau} \frac{(s + z_1)(s + z_2) \cdots (s + z_n)}{(s + p_1)(s + p_2) \cdots (s + p_m)} \tag{6.52}
\]
The time delay (which corresponds to a phase shift in the frequency domain) is implemented by using a buffer of previous history terms. A partial fraction expansion of the remainder of the rational function is:

$$k \frac{(s + z_1)(s + z_2) \cdots (s + z_N)}{(s + p_1)(s + p_2) \cdots (s + p_n)} = \frac{k_1}{(s + p_1)} + \frac{k_2}{(s + p_2)} + \cdots + \frac{k_n}{(s + p_n)}$$  (6.53)

The inverse Laplace transform gives:

$$a_{\text{approx}}(t) = e^{-p_1t}(k_1 \cdot e^{-p_1t} + k_2 \cdot e^{-p_2t} + \cdots + k_n \cdot e^{-p_nt})$$  (6.54)

Because of its form as the sum of exponential terms, recursive convolution is used.

Figure 6.9 shows the magnitude and phase of the propagation function \((e^{-(\alpha(\omega)+j\beta(\omega))l})\) as a function of frequency, for a single-phase line, where \(l\) is the line length. The propagation constant is expressed as \(\alpha(\omega) + j\beta(\omega)\) to emphasise that it is a function of frequency. The amplitude (shown in Figure 6.9(a)) displays a typical low-pass characteristic. Note also that, since the line length is in the exponent, the longer the line the greater is the attenuation of the travelling waves.

Figure 6.9(b) shows that the phase angle of the propagation function becomes more negative as the frequency increases. A negative phase represents a phase lag in the waveform traversing from one end of the line to the other and its counterpart in the time domain is a time delay. Although the phase angle is a continuous negative growing function, for display purposes it is constrained to the range \(-180\) to \(180\) degrees. This is a difficult function to fit, and requires a high order rational function to achieve
sufficient accuracy. Multiplication by $e^{-j\tau}$, where $\tau$ represents the nominal travelling time for a wave to go from one end of the line to the other (in this case 0.33597 ms) produces the smooth function shown in Figure 6.9(b). This procedure is referred to as back-winding [9] and the resulting phase variation is easily fitted with a low order rational function. To obtain the correct response the model must counter the phase advance introduced in the frequency-domain fitting (i.e. back-winding). This is performed in the time domain implementation by incorporating a time delay $\tau$. A buffer of past voltages and currents at each end of the line is maintained and the values delayed by $\tau$ are used. Because $\tau$ in general is not an integer multiple of the time step, interpolation between the values in the buffer is required to get the correct time delay.

Figure 6.10 shows the match obtained when applying a least squares fitting of a rational function (with numerator order 2 and denominator order 3). The number of poles is normally one more than the zeros, as the attenuation function magnitude must go to zero when the frequency approaches infinity.

Although the fitting is good, close inspection shows a slight error at the fundamental frequency. Any slight discrepancy at the fundamental frequency shows up as a steady-state error, which is undesirable. This occurs because the least squares fitting tends to smear the error across the frequency range. To control the problem, a weighting factor can be applied to specified frequency ranges (such as around d.c. or the fundamental frequency) when applying the fitting procedure. When the fitting has been completed any slight error still remaining is removed by multiplying the rational function by a constant $k$ to give the correct value at low frequency. This sets the d.c. gain (i.e. its value when $s$ is set to zero) of the fitted rational function. The
value of $k$ controls the d.c. gain of this rational function and is calculated from the d.c. resistance and the d.c. gain of the surge impedance, thereby ensuring that the correct d.c. resistance is exhibited by the model.

Some fitting techniques force the poles and zeros to be real and stable (i.e. in the left-hand half of the $s$-plane) while others allow complex poles and use other methods to ensure stable fits (either reflecting unstable poles in the $y$-axis or deleting them). A common approach is to assume a minimum-phase function and use real half-plane poles. Fitting can be performed either in the $s$-domain or $z$-domain, each alternative having advantages and disadvantages. The same algorithm can be used for fitting the characteristic impedance (or admittance if using the Norton form), the number of poles and zeros being the same in both cases. Hence the partial expansion of the fitted rational function is:

\[
\frac{k(s + z_1)(s + z_2) \cdots (s + z_n)}{(s + p_1)(s + p_2) \cdots (s + p_n)} = k_0 + \frac{k_1}{(s + p_1)} + \frac{k_2}{(s + p_2)} + \cdots + \frac{k_n}{(s + p_n)}
\]

(6.55)

It can be implemented by using a series of $RC$ parallel blocks (the Foster I realisation), which gives $R_0 = k_0$, $R_i = k_i / p_i$ and $C_i = 1 / k_i$. Either the trapezoidal rule can be applied to the $RC$ network, or better still, recursive convolution. The shunt conductance $G'(\omega)$ is not normally known. If it is assumed zero, at low frequencies the surge impedance becomes larger as the frequency approaches zero, i.e.

\[
Z_C(\omega) \rightarrow 0 = \lim_{\omega \rightarrow 0} \sqrt{\frac{R'(\omega) + j\omega L'(\omega)}{j\omega C'(\omega)}} \rightarrow \infty
\]

This trend can be seen in Figure 6.11 which shows the characteristic (or surge) impedance calculated by a transmission line parameter program down to 5 Hz. In practice the characteristic impedance does not tend to infinity as the frequency goes to zero; instead

\[
Z_C(\omega) = \lim_{\omega \rightarrow 0} \sqrt{\frac{R'(\omega) + j\omega L'(\omega)}{G'(\omega) + j\omega C'(\omega)}} \rightarrow \sqrt{\frac{R'_{DC}}{G'_{DC}}}
\]

To mitigate the problem a starting frequency is entered, which flattens the impedance curve at low frequencies and thus makes it more realistic. Entering a starting frequency is equivalent to introducing a shunt conductance $G'$. The higher the starting frequency the greater the shunt conductance and, hence, the shunt loss. On the other hand choosing a very low starting frequency will result in poles and zeros at low frequencies and the associated large time constants will cause long settling times to reach the steady state. The value of $G'$ is particularly important for d.c. line models and trapped charge on a.c. lines.

### 6.3.2 Phase domain model

EMTDC version 3 contains a new curve-fitting technique as well as a new phase domain transmission line model [10]. In this model the propagation matrix $[A_p]$ is first
fitted in the modal domain, and the resulting poles and time delays determined. Modes with similar time delays are grouped together. These poles and time delays are used for fitting the propagation matrix \([A_p]\) in the phase domain, on the assumption that all poles contribute to all elements of \([A_p]\). An over-determined linear equation involving all elements of \([A_p]\) is solved in the least-squares sense to determine the unknown residuals. As all elements in \([A_p]\) have identical poles a columnwise realisation can be used, which increases the efficiency of the time domain simulation [4].

6.4 Overhead transmission line parameters

There are a number of ways to calculate the electrical parameters from the physical geometry of a line, the most common being Carson’s series equations.

To determine the shunt component Maxwell’s potential coefficient matrix is first calculated from:

\[
P'_{ij} = \frac{1}{2\pi\varepsilon_0} \ln \left( \frac{D_{ij}}{d_{ij}} \right)
\]  

(6.56)

where \(\varepsilon_0\) is the permittivity of free space and equals \(8.854188 \times 10^{-12}\) hence \(1/2\pi\varepsilon_0 = 17.975109\) km F\(^{-1}\).
if $i \neq j$

$$D_{ij} = \sqrt{(X_i - X_j)^2 - (Y_i + Y_j)^2}$$

$$d_{ij} = \sqrt{(X_i - X_j)^2 - (Y_i - Y_j)^2}$$

if $i = j$

$$D_{ij} = 2Y_i$$

$$d_{ij} = \text{GMR}_i \text{ (bundled conductor) or } R_i \text{ (radius for single conductor)}$$

In Figure 6.12 the conductor heights $Y_i$ and $Y_j$ are the average heights above ground which are $Y_{\text{tower}} - 2/3 Y_{\text{sag}}$.

Maxwell’s potential coefficient matrix relates the voltages to the charge per unit length, i.e.

$$V = [P']q$$

Hence the capacitance matrix is given by

$$[C] = [P']^{-1} \quad (6.57)$$
The series impedance may be divided into two components, i.e. a conductor internal impedance that affects only the diagonal elements and an aerial and ground return impedance, i.e.

\[
Z_{ij} = \frac{j\omega\mu_0}{2\pi} \left( \ln \left( \frac{D_{ij}}{d_{ij}} \right) + 2 \int_0^\infty \frac{e^{-\alpha \cos(\theta_{ij})} \cos(\alpha \cdot \sin(\theta_{ij}))}{\alpha + \sqrt{\alpha^2 + j \cdot r_{ij}^2}} \ d\alpha \right)
\]  

(6.58)

In equation 6.58 the first term defines the aerial reactance of the conductor assuming that the conductance of the ground is perfect. The second term is known as Carson’s integral and defines the additional impedance due to the imperfect ground. In the past the evaluation of this integral required expressions either as a power or asymptotic series; however it is now possible to perform the integration numerically. The use of two Carson’s series (for low and high frequencies respectively) is not suitable for frequency-dependent lines, as a discontinuity occurs where changing from one series to the other, thus complicating the fitting.

Deri et al. [11] developed the idea of complex depth of penetration by showing that:

\[
2 \int_0^\infty \frac{e^{-\alpha \cos(\theta_{ij})} \cos(\alpha \cdot \sin(\theta_{ij}))}{\alpha + \sqrt{\alpha^2 + j \cdot r_{ij}^2}} \ d\alpha 
\approx \sqrt{\left( Y_i + Y_j + 2\sqrt{\rho_s/2j\omega\mu} \right)^2 + (X_i - X_j)^2} / d_{ij}
\]  

(6.59)

This has a maximum error of approximately 5 per cent, which is acceptable considering the accuracy by which earth resistivity is known.

PSCAD/EMTDC uses the following equations (which can be derived from equation 6.59):

\[
Z_{ij} = \frac{j\omega\mu_0}{2\pi} \left( \ln \left( \frac{D_{ij}}{d_{ij}} \right) + \frac{1}{2} \ln \left( 1 + \frac{4 \cdot D_c \cdot (Y_i + Y_j + D_c)}{D_{ij}^2} \right) \right) \Omega \ m^{-1}
\]  

(6.60)

\[
Z_{ii} = \frac{j\omega\mu_0}{2\pi} \left( \ln \left( \frac{D_{ii}}{r_i} \right) + 0.3565 \frac{\rho_C M \coth^{-1}(0.777 R_C M)}{\pi \cdot R_C^2} + \frac{\rho_C M \coth^{-1}(0.777 R_C M)}{2\pi R_C} \right) \Omega \ m^{-1}
\]  

(6.61)

where

\[
M = \sqrt{\frac{j\omega\mu_0}{\rho_C}}
\]

\[
D_c = \sqrt{\frac{\rho_g}{j\omega\mu_0}}
\]

\[
\rho_C = \text{conductor resistivity} (\Omega \ m) = R_{dc} \times \text{Length/Area}
\]

\[
\rho_g = \text{ground resistivity} (\Omega \ m)
\]

\[
\mu_0 = 4\pi \times 10^{-7}
\]
6.4.1 Bundled subconductors

Bundled subconductors are often used to reduce the electric field strength at the surface of the conductors, as compared to using one large conductor. This therefore reduces the likelihood of corona. The two alternative methods of modelling bundling are:

1. Replace the bundled subconductors with an equivalent single conductor.
2. Explicitly represent subconductors and use matrix elimination of subconductors.

In method 1 the GMR (Geometric Mean Radius) of the bundled conductors is calculated and a single conductor of this GMR is used to represent the bundled conductors. Thus with only one conductor represented $\text{GMR}_{\text{equiv}} = \text{GMR}_i$.

$$\text{GMR}_{\text{equiv}} = \sqrt[n]{n \cdot \text{GMR}_{\text{conductor}} \cdot R_{\text{Bundle}}^{n-1}}$$

and

$$\text{R}_{\text{equiv}} = \sqrt[n]{n \cdot \text{R}_{\text{conductor}} \cdot R_{\text{Bundle}}^{n-1}}$$

where

- $n$ = number of conductors in bundle
- $R_{\text{Bundle}}$ = radius of bundle
- $R_{\text{conductor}}$ = radius of conductor
- $R_{\text{equiv}}$ = radius of equivalent single conductor
- $\text{GMR}_{\text{conductor}}$ = geometric mean radius of individual subconductor
- $\text{GMR}_{\text{equiv}}$ = geometric mean radius of equivalent single conductor.

The use of GMR ignores proximity effects and hence is only valid if the subconductor spacing is much smaller than the spacing between the phases of the line.

Method 2 is a more rigorous approach and is adopted in PSCAD/EMTDC version 3. All subconductors are represented explicitly in $[Z']$ and $[P']$ (hence the order is $12 \times 12$ for a three-phase line with four subconductors). As the elimination procedure is identical for both matrices, it will be illustrated in terms of $[Z']$. If phase A comprises four subconductors $A_1, A_2, A_3$ and $A_4$, and $R$ represents their total equivalent for phase A, then the sum of the subconductor currents equals the phase current and the change of voltage with distance is the same for all subconductors, i.e.

$$\sum_{i=1}^{n} I_{A_i} = I_R$$

$$\frac{dV_{A_1}}{dx} = \frac{dV_{A_2}}{dx} = \frac{dV_{A_3}}{dx} = \frac{dV_{A_4}}{dx} = \frac{dV_R}{dx} = \frac{dV_{\text{Phase}}}{dx}$$

Figure 6.13(a) illustrates that $I_R$ is introduced in place of $I_{A_1}$. As $I_{A_1} = I_R - I_{A_2} - I_{A_3} - I_{A_4}$ column $A_1$ must be subtracted from columns $A_2, A_3$ and $A_4$. Since $V/\text{dx}$ is the same for each subconductor, subtracting row $A_1$ from rows $A_2, A_3$ and $A_4$ (illustrated in Figure 6.13b) will give zero in the $V_{A_2}/\text{dx}$ vector. Then partitioning as shown in Figure 6.13(c) allows Kron reduction to be performed to give the reduced equation (Figure 6.13d).
Figure 6.13  Matrix elimination of subconductors
This method does include proximity effects and hence is generally more accurate; however the difference with respect to using one equivalent single conductor of appropriate GMR is very small when the phase spacing is much greater than the bundle spacing.

6.4.2 Earth wires

When earth wires are continuous and grounded at each tower then for frequencies below 250 kHz it is reasonable to assume that the earth wire potential is zero along its length. The reduction procedure for \([Z']\) and \([P']\) is the same. \([P']\) is reduced prior to inverting to give the capacitance matrix. The matrix reduction is next illustrated for the series impedance.

Assuming a continuous earth wire grounded at each tower then \(dV_e/dx = 0\) and \(V_e = 0\). Partitioning into conductors and earth wires gives:

\[
- \begin{pmatrix}
\frac{dV_c}{dx} \\
\frac{dV_e}{dx}
\end{pmatrix} = - \begin{pmatrix}
\frac{dV_c}{dx} \\
0
\end{pmatrix} = \begin{bmatrix}
[Z'_{cc}] & [Z'_{ce}] \\
[Z'_{ec}] & [Z'_{ee}]
\end{bmatrix} \begin{pmatrix}
(I_c) \\
(I_e)
\end{pmatrix}
\]

(6.62)

\[- \left( \frac{dV_c}{dx} \right) = [Z_{\text{Reduced}'}] (I_c)\]

where \([Z_{\text{Reduced}'}] = [Z'_{cc}] - [Z'_{ce}] [Z'_{ee}]^{-1} [Z'_{ec}]\).

When the earth wires are bundled the same technique used for bundled phase subconductors can be applied to them.

6.5 Underground cable parameters

A unified solution similar to that of overhead transmission is difficult for underground cables because of the great variety in their construction and layouts.
The cross-section of a coaxial cable, although extremely complex, can be simplified to that of Figure 6.14 and its series per unit length harmonic impedance is calculated by the following set of loop equations.

\[
\begin{pmatrix}
\frac{dV_1}{dx} \\
\frac{dV_2}{dx} \\
\frac{dV_3}{dx}
\end{pmatrix} =
\begin{bmatrix}
Z_{11}' & Z_{12}' & 0 \\
Z_{21}' & Z_{22}' & Z_{23}' \\
0 & Z_{32}' & Z_{33}'
\end{bmatrix}
\begin{pmatrix}
I_1 \\
I_2 \\
I_3
\end{pmatrix}
\]  
(6.63)

where

\[Z_{11}' = \text{the sum of the following three component impedances:}\]

\[Z_{\text{core-outside}} = \text{internal impedance of the core with the return path outside the core}\]

\[Z_{\text{core-insulation}} = \text{impedance of the insulation surrounding the core}\]

\[Z_{\text{sheath-inside}} = \text{internal impedance of the sheath with the return path inside the sheath}\.\]

Similarly

\[Z_{22}' = Z_{\text{sheath-outside}} + Z_{\text{sheath/armour-insulation}} + Z_{\text{armour-inside}}\]  
(6.64)

\[Z_{33}' = Z_{\text{armour-outside}} + Z_{\text{armour/earth-insulation}} + Z_{\text{earth-inside}}\]  
(6.65)

The coupling impedances \(Z_{12}' = Z_{21}'\) and \(Z_{23}' = Z_{32}'\) are negative because of opposing current directions (\(I_2\) in negative direction in loop 1, and \(I_3\) in negative direction in loop 2), i.e.

\[Z_{12}' = Z_{21}' = -Z_{\text{sheath-mutual}}\]  
(6.66)

\[Z_{23}' = Z_{32}' = -Z_{\text{armour-mutual}}\]  
(6.67)

where

\[Z_{\text{sheath-mutual}} = \text{mutual impedance (per unit length) of the tubular sheath between the inside loop 1 and the outside loop 2.}\]

\[Z_{\text{armour-mutual}} = \text{mutual impedance (per unit length) of the tubular armour between the inside loop 2 and the outside loop 3.}\]

Finally, \(Z_{13}' = Z_{31}' = 0\) because loop 1 and loop 3 have no common branch. The impedances of the insulation (\(\Omega \text{ m}^{-1}\)) are given by

\[Z_{\text{insulation}}' = j\omega \ln \left( \frac{r_{\text{outside}}}{r_{\text{inside}}} \right)\]  
(6.68)

where

\[r_{\text{outside}} = \text{outside radius of insulation}\]

\[r_{\text{inside}} = \text{inside radius of insulation}\.\]
If there is no insulation between the armour and earth, then $Z_{\text{insulation}} = 0$. The internal impedances and the mutual impedance of a tubular conductor are a function of frequency, and can be derived from Bessel and Kelvin functions.

\[
Z'_{\text{tube-inside}} = \frac{j \omega \mu}{2 \pi D \cdot mq} [I_0(mq) K_1(mr) + K_0(mq) I_1(mr)] \quad (6.69)
\]

\[
Z'_{\text{tube-outside}} = \frac{j \omega \mu}{2 \pi D \cdot mr} [I_0(mr) K_1(mq) + K_0(mr) I_1(mq)] \quad (6.70)
\]

\[
Z'_{\text{tube-mutual}} = \frac{j \omega \mu}{2 \pi D \cdot mq \cdot mr} \quad (6.71)
\]

with

\[
\mu = \text{the permeability of insulation in H m}^{-1}
\]

\[
D = I_1(mr) K_1(mq) - I_1(mq) K_1(mr)
\]

\[
mr = \sqrt{K / (1 - s^2)}
\]

\[
mq = \sqrt{K s^2 / (1 - s^2)}
\]

\[
K = j 8 \pi \times 10^{-4} f \mu_r / R'_{dc}
\]

\[
s = q / r
\]

\[
q = \text{inside radius}
\]

\[
r = \text{outside radius}
\]

\[
R'_{dc} = \text{d.c. resistance in } \Omega \text{ km}^{-1}.
\]

The only remaining term is $Z_{\text{earth-inside}}$ in equation 6.65 which is the earth return impedance for underground cables, or the sea return impedance for submarine cables. The earth return impedance can be calculated approximately with equation 6.69 by letting the outside radius go to infinity. This approach, also used by Bianchi and Luoni [12] to find the sea return impedance, is quite acceptable considering the fact that sea resistivity and other input parameters are not known accurately. Equation 6.63 is not in a form compatible with the solution used for overhead conductors, where the voltages with respect to local ground and the actual currents in the conductors are used as variables. Equation 6.63 can easily be brought into such a form by introducing the appropriate terminal conditions, i.e.

\[
V_1 = V_{\text{core}} - V_{\text{sheath}} \quad I_1 = I_{\text{core}}
\]

\[
V_2 = V_{\text{sheath}} - V_{\text{armour}} \quad I_2 = I_{\text{core}} + I_{\text{sheath}}
\]

\[
V_3 = V_{\text{armour}} \quad I_3 = I_{\text{core}} + I_{\text{sheath}} + I_{\text{armour}}
\]
Thus equation 6.63 can be rewritten as

\[
- \left( \frac{dV_{\text{core}}}{dx} \right) = \frac{dV_{\text{sheath}}}{dx} \frac{dV_{\text{armour}}}{dx} \left[ \begin{array}{ccc}
Z'_{cc} & Z'_{cs} & Z'_{ca} \\
Z'_{sc} & Z'_{ss} & Z'_{sa} \\
Z'_{ac} & Z'_{as} & Z'_{aa}
\end{array} \right] \left( \begin{array}{c}
I_{\text{core}} \\
I_{\text{sheath}} \\
I_{\text{armour}}
\end{array} \right)
\]

(6.72)

where

\[
Z'_{cc} = Z'_{11} + 2Z'_{12} + Z'_{22} + 2Z'_{23} + Z'_{33}
\]

\[
Z'_{cs} = Z'_{sc} = Z'_{12} + Z'_{22} + 2Z'_{23} + Z'_{33}
\]

\[
Z'_{ca} = Z'_{ac} = Z'_{12} + Z'_{22} + 2Z'_{23} + Z'_{33}
\]

\[
Z'_{ss} = Z'_{22} + 2Z'_{23} + Z'_{33}
\]

\[
Z'_{aa} = Z'_{33}
\]

A good approximation for many cables with bonding between the sheath and the armour, and with the armour earthed to the sea, is \( V_{\text{sheath}} = V_{\text{armour}} = 0 \).

Therefore the model can be reduced to

\[
- \frac{dV_{\text{core}}}{dx} = Z I_{\text{core}}
\]

(6.73)

where \( Z \) is a reduction of the impedance matrix of equation 6.72.

Similarly, for each cable the per unit length harmonic admittance is:

\[
- \left( \frac{dI_1}{dx} \right) = \left[ \begin{array}{ccc}
j\omega C'_1 & 0 & 0 \\
0 & j\omega C'_2 & 0 \\
0 & 0 & j\omega C'_3
\end{array} \right] \left( \begin{array}{c}
V_1 \\
V_2 \\
V_3
\end{array} \right)
\]

(6.74)

where \( C'_i = 2\pi \varepsilon_0 \varepsilon_r / \ln(r/q) \). Therefore, when converted to core, sheath and armour quantities,

\[
- \left( \frac{dI_{\text{core}}}{dx} \right) = \left[ \begin{array}{ccc}
Y'_{11} & \ldots & Y'_{13} \\
-\ldots & \ldots & \ldots \\
0 & \ldots & Y'_{33}
\end{array} \right] \left( \begin{array}{c}
V_{\text{core}} \\
V_{\text{sheath}} \\
V_{\text{armour}}
\end{array} \right)
\]

(6.75)

where \( Y_i = j\omega l_i \). If, as before, \( V_{\text{sheath}} = V_{\text{armour}} = 0 \), equation 6.75 reduces to

\[
- \frac{dI_{\text{core}}}{dx} = Y_1 V_{\text{core}}
\]

(6.76)
Therefore, for the frequencies of interest, the cable per unit length impedance, $Z'$, and admittance, $Y'$, are calculated with both the zero and positive sequence values being equal to the $Z$ in equation 6.73, and the $Y_1$ in equation 6.76, respectively. In the absence of rigorous computer models, such as described above, power companies often use approximations to the skin effect by means of correction factors.

### 6.6 Example

To illustrate various transmission line representations let us consider two simple lines with the parameters shown in Tables 6.1 and 6.2.

For the transmission line with the parameters shown in Table 6.1, $\gamma = 0.500000E-08$, $Z_c = 100 \, \Omega$ and the line travelling delay is 0.25 ms (or 5 time steps). This delay can clearly be seen in Figures 6.15 and 6.16. Note also the lack of reflections when the line is terminated by the characteristic impedance (Figure 6.15). Reflections cause a step change every 0.5 ms, or twice the travelling time.

When the load impedance is larger than the characteristic impedance (Figure 6.16) a magnified voltage at the receiving end (of 33 per cent in this case) appears 0.25 ms after the step occurs at the sending end. This also results in a receiving end current beginning to flow at this time. The receiving end voltage and current then propagate back to the sending end, after a time delay of 0.25 ms, altering the sending end current.

#### Table 6.1 Parameters for transmission line example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L'$</td>
<td>$500 \times 10^{-9} , \text{H m}^{-1}$</td>
</tr>
<tr>
<td>$C'$</td>
<td>$50 \times 10^{-9} , \text{F m}^{-1}$</td>
</tr>
<tr>
<td>$L$</td>
<td>50 km</td>
</tr>
<tr>
<td>$R$ (source)</td>
<td>0.1 $\Omega$</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>50 $\mu$s</td>
</tr>
</tbody>
</table>

#### Table 6.2 Single phase test transmission line

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground resistivity ($\Omega , \text{m}$)</td>
<td>100.0</td>
</tr>
<tr>
<td>Line length (km)</td>
<td>100.0</td>
</tr>
<tr>
<td>Conductor radius (cm)</td>
<td>2.03454</td>
</tr>
<tr>
<td>Height at tower $Y$(m)</td>
<td>30.0</td>
</tr>
<tr>
<td>Sag at mid-span (m)</td>
<td>10.0</td>
</tr>
<tr>
<td>d.c. resistance ($\Omega , \text{km}^{-1}$)</td>
<td>0.03206</td>
</tr>
</tbody>
</table>
Figure 6.15  Step response of a lossless line terminated by its characteristic impedance

This change in sending end current propagates down the receiving end, influencing its voltages and currents again. Hence in the case of a higher than characteristic impedance loading the initial receiving voltage and current magnitudes are larger than the steady-state value and each subsequent reflection opposes the last, causing a decaying oscillation.

With a smaller than characteristic impedance loading (Figure 6.17) the receiving voltage and current magnitudes are smaller than their steady-state values, and each subsequent reflection reinforces the previous one, giving the damped response shown in Figure 6.17. The FORTRAN code for this example is given in Appendix H.4.

Figures 6.18–6.20 show the same simulation except that the Bergeron model has been used instead. The FORTRAN code for this case is given in Appendix H.5. The line loss is assumed to be \( R' = 1.0 \times 10^{-4} \, \Omega \cdot \text{m}^{-1} \). With characteristic impedance loading there is now a slight transient (Figure 6.18) after the step change in receiving end voltage as the voltage and current waveforms settle, taking into account the line losses. The changes occur every 0.25 ms, which is twice the travelling time of a half-line section, due to reflections from the middle of the line.

The characteristics of Figures 6.18–6.20 are very similar to those of the lossless counterparts, with the main step changes occurring due to reflections arriving in intervals of twice the travelling time of the complete line. However now there is also a small step change in between, due to reflections from the middle of the line. The
voltage drop can be clearly seen, the larger voltage drop occurring when the current is greater.

To illustrate a frequency-dependent transmission line model a simple single wire transmission line with no earth wire is used next. The line parameters shown in Table 6.2 are used to obtain the electrical parameters of the line and then curve fitting is performed. There are two main ways of calculating the time convolutions required to implement a frequency-dependent transmission line. These are either recursive convolutions, which require s-domain fitting, or ARMA using z-domain fitting [13].

Figures 6.21 and 6.23 show the match for the attenuation constant and characteristic impedance respectively, while the errors associated with the fit are shown in Figures 6.22 and 6.24. The fitted rational function for the characteristic impedance is shown in Table 6.3 and the partial fraction expansion of its inverse (characteristic admittance) in Table 6.4.

The ratio of d.c. impedance (taken as the impedance at the lowest frequency, which is 614.41724 Ω) over the d.c. value of the fitted function (670.1023) is 0.9169065830247, therefore this is multiplied with the residuals (k terms in equation 6.55). To ensure the transmission line exhibits the correct d.c. resistance the attenuation function must also be scaled. The surge impedance function evaluated at d.c. is $Z_C(\omega = 0)$ and $R_{dc}$ is the line resistance per unit length. Then $G'$ is calculated from $G' = R_{dc}/Z_C^2(\omega = 0)$ and the constant term of the attenuation function

![Figure 6.16 Step response of a lossless line with a loading of double characteristic impedance](image-url)
Figure 6.17  Step response of a lossless line with a loading of half its characteristic impedance

Figure 6.18  Step response of Bergeron line model for characteristic impedance termination
Figure 6.19 Step response of Bergeron line model for a loading of half its characteristic impedance

Figure 6.20 Step response of Bergeron line model for a loading of double characteristic impedance
Transmission lines and cables

Figure 6.21  Comparison of attenuation (or propagation) constant

Figure 6.22  Error in fitted attenuation constant
Figure 6.23 \textit{Comparison of surge impedance}

Figure 6.24 \textit{Error in fitted surge impedance}
Table 6.3  s-domain fitting of characteristic impedance

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Constant</th>
<th>$s$</th>
<th>$s^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Numerator</td>
<td>$-2.896074e+01 - 6.250320e+02 - 1.005140e+05$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Denominator</td>
<td>$-2.511680e+01 - 5.532123e+02 - 9.130399e+04$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>$467.249168$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.4  Partial fraction expansion of characteristic admittance

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Constant</th>
<th>$s$</th>
<th>$s^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Residual</td>
<td>$-19.72605872772154 - 0.14043511946635 - 0.00657234249032$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Denominator</td>
<td>$-1.005140e+05 - 0.00625032e+05 - 0.0002896074e+05$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_0$</td>
<td>$0.00214018572698$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 6.25  Step response of frequency-dependent transmission line model (load = 100 $\Omega$)

is calculated from $e^{-\sqrt{R_{dc}C'}}$. The d.c. line resistance is sensitive to the constant term and the difference between using 0.99 and 0.999 is large.

The response derived from the implementation of this model is given in Figures 6.25, 6.26 and 6.27 for loads of 100, 1000 and 50 ohms respectively.
Appendix H.6 contains the FORTRAN program used for the simulation of this example.

The fitted rational function for the attenuation function is shown in Table 6.5, and its partial fraction expansion in Table 6.6.
Table 6.5  Fitted attenuation function (s-domain)

<table>
<thead>
<tr>
<th>Constant</th>
<th>s</th>
<th>s^2</th>
<th>s^3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Numerator</td>
<td>-7.631562e+03</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Denominator</td>
<td>-6.485341e+03</td>
<td>-4.761763e+04</td>
<td>-5.469828e+05</td>
</tr>
<tr>
<td>Constant term</td>
<td>0.9952270</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.6  Partial fraction expansion of fitted attenuation function (s-domain)

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Constant</th>
<th>s</th>
<th>s^2</th>
<th>s^3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Residual</td>
<td>-2.137796e+06</td>
<td>-2.1858274e+06</td>
<td>0.046883e+06</td>
<td>0.001149e+06</td>
</tr>
<tr>
<td>Denominator</td>
<td>-5.582246e+05</td>
<td>-5.469828e+05</td>
<td>-4.761763e+04</td>
<td>-6.485341e+03</td>
</tr>
</tbody>
</table>

Table 6.7  Pole/zero information from PSCAD V2 (characteristic impedance)

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Constant</th>
<th>s</th>
<th>s^2</th>
<th>s^3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zeros</td>
<td>-2.896074e+01</td>
<td>-6.250320e+02</td>
<td>-1.005140e+05</td>
<td></td>
</tr>
<tr>
<td>Poles</td>
<td>-2.511680e+01</td>
<td>-5.532123e+02</td>
<td>-9.130399e+04</td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>6.701023e+02</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

PSCAD version 2 stores the negative of the poles ($-p_k$) and zeros ($-z_k$) as well as the constant term $H$, using the form:

$$H = \frac{(1 + s/z_1) (1 + s/z_2) \cdots (1 + s/z_n)}{(1 + s/p_1) (1 + s/p_2) \cdots (1 + s/p_m)}$$

(6.77)

Relating this expression to equations 6.53 and 6.55 gives:

$$k = H \frac{\prod_{k=1}^{p} p_k}{\prod_{k=1}^{z} z_k}$$

The poles, zeros and constant term $H$ for the characteristic impedance and attenuation are shown in Tables 6.7 and 6.8.

Sequence components are used for data entry (PI model) and output, particularly in the line constants of EMTP. The transformation to sequence components is

$$\begin{pmatrix} V_0 \\ V_+ \\ V_- \end{pmatrix} = \frac{1}{K_1} \begin{pmatrix} 1 & 1 & 1 \\ 1 & a & a^2 \\ 1 & a^2 & a \end{pmatrix} \begin{pmatrix} V_a \\ V_b \\ V_c \end{pmatrix}$$

(6.78)
and the reverse transform:

\[
\begin{pmatrix}
V_a \\
V_b \\
V_c
\end{pmatrix} = \frac{1}{K_2} \begin{bmatrix}
1 & 1 & 1 \\
1 & a^2 & a \\
1 & a & a^2
\end{bmatrix} \begin{pmatrix}
V_0 \\
V_+ \\
V_-
\end{pmatrix}
\]

where \( a = e^{j120} = -1/2 + j\sqrt{3}/2 \).

The power industry uses values of \( K_1 = 3 \) and \( K_2 = 1 \), but in the normalised version both \( K_1 \) and \( K_2 \) are equal to \( \sqrt{3} \). Although the choice of factors affect the sequence voltages and currents, the sequence impedances are unaffected by them.

### 6.7 Summary

For all except very short transmission lines, travelling wave transmission line models are preferable. If frequency dependence is important then a frequency transmission line dependent model will be used. Details of transmission line geometry and conductor data are then required in order to calculate accurately the frequency-dependent electrical parameters of the line. The simulation time step must be based on the shortest response time of the line.

Many variants of frequency-dependent multiconductor transmission line models exist. A widely used model is based on ignoring the frequency dependence of the transformation matrix between phase and mode domains (i.e. the J. Marti model in EMTP [14]).

At present phase-domain models are the most accurate and robust for detailed transmission line representation. Given the complexity and variety of underground cables, a rigorous unified solution similar to that of the overhead line is only possible based on a standard cross-section structure and under various simplifying assumptions. Instead, power companies often use correction factors, based on experience, for skin effect representation.

### 6.8 References

7 CLARKE, E.: ‘Circuit analysis of AC systems, symmetrical and related components’ (General Electric Co., Schenectady, NY, 1950)
Chapter 7
Transformers and rotating plant

7.1 Introduction

The simulation of electrical machines, whether static or rotative, requires an understanding of the electromagnetic characteristics of their respective windings and cores. Due to their basically symmetrical design, rotating machines are simpler in this respect. On the other hand the latter’s transient behaviour involves electromechanical as well as electromagnetic interactions. Electrical machines are discussed in this chapter with emphasis on their magnetic properties. The effects of winding capacitances are generally negligible for studies other than those involving fast fronts (such as lightning and switching).

The first part of the chapter describes the dynamic behaviour and computer simulation of single-phase, multiphase and multilimb transformers, including saturation effects [1]. Early models used with electromagnetic transient programs assumed a uniform flux throughout the core legs and yokes, the individual winding leakages were combined and the magnetising current was placed on one side of the resultant series leakage reactance. An advanced multilimb transformer model is also described, based on unified magnetic equivalent circuit recently implemented in the EMTDC program.

In the second part, the chapter develops a general dynamic model of the rotating machine, with emphasis on the synchronous generator. The model includes an accurate representation of the electrical generator behaviour as well as the mechanical characteristics of the generator and the turbine. In most cases the speed variations and torsional vibrations can be ignored and the mechanical part can be left out of the simulation.
7.2 Basic transformer model

The equivalent circuit of the basic transformer model, shown in Figure 7.1, consists of two mutually coupled coils. The voltages across these coils is expressed as:

\[
\begin{pmatrix}
  v_1 \\
  v_2
\end{pmatrix}
= \begin{bmatrix}
  L_{11} & L_{21} \\
  L_{12} & L_{22}
\end{bmatrix}
\frac{d}{dt}
\begin{pmatrix}
  i_1 \\
  i_2
\end{pmatrix}
\tag{7.1}
\]

where \( L_{11} \) and \( L_{22} \) are the self-inductance of winding 1 and 2 respectively, and \( L_{12} \) and \( L_{21} \) are the mutual inductance between the windings.

In order to solve for the winding currents the inductance matrix has to be inverted, i.e.

\[
\frac{d}{dt}
\begin{pmatrix}
  i_1 \\
  i_2
\end{pmatrix}
= \frac{1}{L_{11}L_{22} - L_{12}L_{21}}
\begin{bmatrix}
  L_{22} & -L_{21} \\
  -L_{12} & L_{11}
\end{bmatrix}
\begin{pmatrix}
  v_1 \\
  v_2
\end{pmatrix}
\tag{7.2}
\]

Since the mutual coupling is bilateral, \( L_{12} \) and \( L_{21} \) are identical. The coupling coefficient between the two coils is:

\[
K_{12} = \frac{L_{12}}{\sqrt{L_{11}L_{22}}}
\tag{7.3}
\]

Rewriting equation 7.1 using the turns ratio \( (a = v_1/v_2) \) gives:

\[
\begin{pmatrix}
  v_1 \\
  av_2
\end{pmatrix}
= \begin{bmatrix}
  L_{11} & L_{21} \\
  aL_{12} & a^2L_{22}
\end{bmatrix}
\frac{d}{dt}
\begin{pmatrix}
  i_1 \\
  i_2/a
\end{pmatrix}
\tag{7.4}
\]

This equation can be represented by the equivalent circuit shown in Figure 7.2, where

\[
L_1 = L_{11} - aL_{12}
\tag{7.5}
\]

\[
L_2 = a^2L_{22} - aL_{12}
\tag{7.6}
\]

Consider a transformer with a 10% leakage reactance equally divided between the two windings and a magnetising current of 0.01 p.u. Then the input impedance with the second winding open circuited must be 100 p.u. (Note from equation 7.5,
Figure 7.2  Equivalent circuit of the two-winding transformer, without the magnetising branch

Figure 7.3  Transformer example

\( L_1 + L_{12} = L_{11} \) since \( a = 1 \) in the per unit system.) Hence the equivalent in
Figure 7.3 is obtained, the corresponding equation (in p.u.) being:

\[
\begin{pmatrix}
    v_1 \\
    v_2
\end{pmatrix} =
\begin{bmatrix}
    100.0 & 99.95 \\
    99.95 & 100.0
\end{bmatrix}
\frac{d}{dt}
\begin{pmatrix}
    i_1 \\
    i_2
\end{pmatrix}
\] (7.7)

or in actual values:

\[
\begin{pmatrix}
    v_1 \\
    v_2
\end{pmatrix} = \frac{1}{S_{\text{Base}}}
\begin{bmatrix}
    100.0 \times v^2_{\text{Base}1} & 99.95 \times v_{\text{Base}1} v_{\text{Base}2} \\
    99.95 \times v_{\text{Base}1} v_{\text{Base}2} & 100.0 \times v^2_{\text{Base}2}
\end{bmatrix}
\frac{d}{dt}
\begin{pmatrix}
    i_1 \\
    i_2
\end{pmatrix} \text{ volts}
\] (7.8)

7.2.1  Numerical implementation

Separating equation 7.2 into its components:

\[
\frac{di_1}{dt} = \frac{L_{22}}{L_{11}L_{22} - L_{12}L_{21}} v_1 - \frac{L_{21}}{L_{11}L_{22} - L_{12}L_{21}} v_2
\] (7.9)

\[
\frac{di_2}{dt} = \frac{-L_{12}}{L_{11}L_{22} - L_{12}L_{21}} v_1 + \frac{L_{11}}{L_{11}L_{22} - L_{12}L_{21}} v_2
\] (7.10)
Solving equation 7.9 by trapezoidal integration yields:

\[
i_1(t) = \frac{L_{22}}{L_{11}L_{22} - L_{12}L_{21}} \int_0^t v_1 \, dt - \frac{L_{21}}{L_{11}L_{22} - L_{12}L_{21}} \int_0^t v_2 \, dt
\]

\[
= i_1(t - \Delta t) + \frac{L_{22}}{L_{11}L_{22} - L_{12}L_{21}} \int_{t-\Delta t}^t v_1 \, dt
\]

\[
- \frac{L_{21}}{L_{11}L_{22} - L_{12}L_{21}} \int_{t-\Delta t}^t v_2 \, dt
\]

\[
= i_1(t - \Delta t) + \frac{L_{22} \Delta t}{2(L_{11}L_{22} - L_{12}L_{21})} (v_1(t - \Delta t) + v_1(t))
\]

\[
- \frac{L_{21} \Delta t}{2(L_{11}L_{22} - L_{12}L_{21})} (v_2(t - \Delta t) + v_2(t))
\]

Collecting together the past History and Instantaneous terms gives:

\[
i_1(t) = I_h(t - \Delta t) + \left( \frac{L_{22} \Delta t}{2(L_{11}L_{22} - L_{12}L_{21})} - \frac{L_{21} \Delta t}{2(L_{11}L_{22} - L_{12}L_{21})} \right) v_1(t)
\]

\[
+ \frac{L_{21} \Delta t}{2(L_{11}L_{22} - L_{12}L_{21})} (v_1(t) - v_2(t))
\]

where

\[
I_h(t - \Delta t) = i_1(t - \Delta t)
\]

\[
+ \left( \frac{L_{22} \Delta t}{2(L_{11}L_{22} - L_{12}L_{21})} - \frac{L_{21} \Delta t}{2(L_{11}L_{22} - L_{12}L_{21})} \right) v_1(t - \Delta t)
\]

\[
+ \frac{L_{21} \Delta t}{2(L_{11}L_{22} - L_{12}L_{21})} (v_1(t - \Delta t) - v_2(t - \Delta t))
\]

A similar expression can be written for \( i_2(t) \). The model that these equations represents is shown in Figure 7.4. It should be noted that the discretisation of these models using the trapezoidal rule does not give complete isolation between its terminals for d.c. If a d.c. source is applied to winding 1 a small amount will flow in winding 2, which in practice would not occur. Simulation of the test system shown in Figure 7.5 will clearly demonstrate this problem. This test system also shows ill-conditioning in the inductance matrix when the magnetising current is reduced from 1 per cent to 0.1 per cent.

### 7.2.2 Parameters derivation

Transformer data is not normally given in the form used in the previous section. Either results from short-circuit and open-circuit tests are available or the magnetising current and leakage reactance are given in p.u. quantities based on machine rating.

In the circuit of Figure 7.1, shorting winding 2 and neglecting the resistance gives:

\[
I_1 = \frac{V_1}{\omega(L_1 + L_2)}
\]
Similarly, open-circuit tests with windings 2 or 1 open-circuited, respectively give:

\[
I_1 = \frac{V_1}{\omega(L_1 + aL_{12})} \\
I_2 = \frac{a^2V_2}{\omega(L_2 + aL_{12})}
\]  

(7.15)  

(7.16)

Short and open circuit tests provide enough information to determine \(aL_{12}, L_1\) and \(L_2\). These calculations are often performed internally in the transient simulation program, and the user only needs to enter directly the leakage and magnetising reactances.

The inductance matrix contains information to derive the magnetising current and also, indirectly through the small differences between \(L_{11}\) and \(L_{12}\), the leakage (short-circuit) reactance.

The leakage reactance is given by:

\[
L_{\text{Leakage}} = L_{11} - L_{21}^2/L_{22}
\]  

(7.17)

In most studies the leakage reactance has the greatest influence on the results. Thus the values of the inductance matrix must be specified very accurately to reduce errors due to loss of significance caused by subtracting two numbers of very similar magnitude.
Mathematically the inductance becomes ill-conditioned as the magnetising current gets smaller (it is singular if the magnetising current is zero). The matrix equation expressing the relationships between the derivatives of current and voltage is:

\[
\frac{d}{dx} \begin{pmatrix} i_1 \\ i_2 \end{pmatrix} = \frac{1}{L} \begin{pmatrix} 1 & a \\ -a & a^2 \end{pmatrix} \begin{pmatrix} v_1 \\ v_2 \end{pmatrix}
\]

(7.18)

where \( L = L_1 + a^2 L_2 \). This represents the equivalent circuit shown in Figure 7.2.

7.2.3 Modelling of non-linearities

The magnetic non-linearity and core loss components are usually incorporated by means of a shunt current source and resistance respectively, across one winding. Since the single-phase approximation does not incorporate inter-phase magnetic coupling, the magnetising current injection is calculated at each time step independently of the other phases.

Figure 7.6 displays the modelling of saturation in mutually coupled windings. The current source representation is used, rather than varying the inductance, as the latter would require retriangulation of the matrix every time the inductance changes. During start-up it is recommended to inhibit saturation and this is achieved by using a flux limit for the result of voltage integration. This enables the steady state to be reached faster. Prior to the application of the disturbance the flux limit is removed, thus allowing the flux to go into the saturation region.

Another refinement, illustrated in Figure 7.7, is to impose a decay time on the in-rush currents, as would occur on energisation or fault recovery.

Typical studies requiring the modelling of saturation are: In-rush current on energising a transformer, steady-state overvoltage studies, core-saturation instabilities and ferro-resonance.

A three-phase bank can be modelled by the correct connection of three two-coupled windings. For example the wye/delta connection is achieved as shown in Figure 7.8, which produces the correct phase shift automatically between the

![Figure 7.6 Non-linear transformer](image-url)
7.3 Advanced transformer models

To take into account the magnetising currents and core configuration of multilimb transformers the EMTP package has developed a program based on the principle
of duality [3]. The resulting duality-based equivalents involve a large number of components; for instance, 23 inductances and nine ideal transformers are required to represent the three-phase three-winding transformer. Additional components are used to isolate the true non-linear series inductors required by the duality method, as their implementation in the EMTP program is not feasible [4].

To reduce the complexity of the equivalent circuit two alternatives based on an equivalent inductance matrix have been proposed. However one of them [5] does not take into account the core non-linearity under transient conditions. In the second [6], the non-linear inductance matrix requires regular updating during the EMTP solution, thus reducing considerably the program efficiency.

Another model [7] proposes the use of a Norton equivalent representation for the transformer as a simple interface with the EMTP program. This model does not perform a direct analysis of the magnetic circuit; instead it uses a combination of the duality and leakage inductance representation.

The rest of this section describes a model also based on the Norton equivalent but derived directly from magnetic equivalent circuit analysis [8], [9]. It is called the UMEC (Unified Magnetic Equivalent Circuit) model and has been recently implemented in the EMTDC program.

The UMEC principle is first described with reference to the single-phase transformer and later extended to the multilimb case.

### 7.3.1 Single-phase UMEC model

The single-phase transformer, shown in Figure 7.9(a), can be represented by the UMEC of Figure 7.9(b). The m.m.f. sources $N_1i_1(t)$ and $N_2i_2(t)$ represent each winding individually. The primary and secondary winding voltages, $v_1(t)$ and $v_2(t)$, are used to calculate the winding limb fluxes $\phi_1(t)$ and $\phi_2(t)$, respectively. The

![Figure 7.9](image)
winding limb flux divides between leakage and yoke paths and, thus, a uniform core flux is not assumed.

Although single-phase transformer windings are not generally wound separately on different limbs, each winding can be separated in the UMEC. In Figure 7.9(b) $P_1$ and $P_2$ represent the permeances of transformer winding limbs and $P_3$ that of the transformer yokes. If the total length of core surrounded by windings $L_w$ has a uniform cross-sectional area $A_w$, then $A_1 = A_2 = A_w$. The upper and lower yokes are assumed to have the same length $L_y$ and cross-sectional area $A_y$. Both yokes are represented by the single UMEC branch 3 of length $L_3 = 2L_y$ and area $A_3 = A_y$. Leakage information is obtained from the open and short-circuit tests and, therefore, the effective lengths and cross-sectional areas of leakage flux paths are not required to calculate the leakage permeances $P_4$ and $P_5$.

Figure 7.10 shows a transformer branch where the branch reluctance and winding magnetomotive force (m.m.f.) components have been separated.

The non-linear relationship between branch flux ($\phi_k$) and branch m.m.f. drop ($M_{k1}$) is

$$M_{k1} = r_k(\phi_k)$$  \hspace{1cm} (7.19)

where $r_k$ is the magnetising characteristic (shown in Figure 7.11).

The m.m.f. of winding $N_k$ is:

$$M_{k2} = N_k i_k$$  \hspace{1cm} (7.20)
The resultant branch m.m.f. \( (M'_{k2}) \) is thus

\[
M'_{k2} = M_{k2} - M_{k1} \quad (7.21)
\]

The magnetising characteristic displayed in Figure 7.11 shows that, as the transformer core moves around the knee region, the change in incremental permeance \( (P_k^*) \) is much larger and more sudden (especially in the case of highly efficient cores) than the change in actual permeance \( (P_k^*_{\text{actual}}) \). Although the incremental permeance forms the basis of steady-state transformer modelling, the use of the actual permeance is favoured for the transformer representation in dynamic simulation.

In the UMEC branch the flux is expressed using the actual permeance \( (P_k^*) \), i.e.

\[
\phi_k(t) = P_k^* M_{k1}(t) \quad (7.22)
\]

From Figure 7.11, \( \phi_k \) can be expressed as

\[
\phi_k = P_k^* \left( N_k i_k - M'_{k} \right) \quad (7.23)
\]

which written in vector form

\[
\Phi = \left[ P_k^* \right] \left( [N_k] i_k - M'_{k} \right) \quad (7.24)
\]

represents all the branches of a multilimb transformer.
7.3.1.1 UMEC Norton equivalent
The linearised relationship between winding current and branch flux can be extended to incorporate the magnetic equivalent-circuit branch connections. Let the node–branch connection matrix of the magnetic circuit be \( [A] \) and the vector of nodal magnetic drops \( \phi_{\text{Node}} \). At each node the flux must sum to zero, i.e.

\[
[A] \phi_{\text{Node}} = 0 \tag{7.25}
\]

Application of the branch–node connection matrix to the vector of nodal magnetic drops gives the branch m.m.f.

\[
[A] M_{\text{Node}} = M' \tag{7.26}
\]

Combining equations 7.24, 7.25 and 7.26 finally yields:

\[
\phi = [Q^*][P^*][N]i \tag{7.27}
\]

where

\[
[Q^*] = [I] - [P^*][A] \left( [A]^T [P^*][A] \right)^{-1} [A]^T \tag{7.28}
\]

The winding voltage \( v_k \) is related to the branch flux \( \phi_k \) by:

\[
v_k = N_k \frac{d\phi_k}{dt} \tag{7.29}
\]

Using the trapezoidal integration rule to discretise equation 7.29 gives:

\[
\phi_s(t) = \phi_s(t - \Delta t) + \frac{\Delta t}{2} [N_s]^{-1} (v_s(t) + v_s(t - \Delta t)) \tag{7.30}
\]

where

\[
\phi_s(t - \Delta t) = \phi_s(t - 2\Delta t) + \frac{\Delta t}{2} [N_s]^{-1} (v_s(t - \Delta t) + v_s(t - 2\Delta t)) \tag{7.31}
\]

Partitioning the vector of branch flux \( \phi \) into branches associated with each transformer winding \( \phi_s \) and using equation 7.30 leads to the Norton equivalent:

\[
i_s(t) = \left[ Y_{ss}^* \right] v_s(t) + i_{ns}^*(t) \tag{7.32}
\]

where

\[
[Y_{ss}^*] = \left( [Q_{ss}^*][P_{ss}^*][N_s] \right)^{-1} \frac{\Delta t}{2} [N_s]^{-1} \tag{7.33}
\]

and

\[
i_{ns}^*(t) = \left( [Q_{ss}^*][P_{ss}^*][N_s] \right)^{-1} \left( \frac{\Delta t}{2} [N_s]^{-1} v_s(t - \Delta t) + \phi(t - \Delta t) \right) \tag{7.34}
\]
Calculation of the UMEC branch flux $\phi_k$ requires the expansion of the linearised equation 7.27

$$
\begin{bmatrix}
\phi_s
\phi_r
\end{bmatrix} =
\begin{bmatrix}
\begin{bmatrix} Q_{ss}^* & P_s^* \\ - & - \\
- & - \\
\end{bmatrix} & \begin{bmatrix} 0 \\ \end{bmatrix}
\end{bmatrix}
\begin{bmatrix} [N_s] \\ i_s
\end{bmatrix}
$$

(7.35)

The winding-limb flux $\phi_s(t - \Delta t)$ is calculated from the winding current by using the upper partition of equation 7.35, i.e.

$$
\phi_s = [Q_{ss}^*] [P_s^*] [N_s] (i_s)
$$

(7.36)

The yoke and leakage path flux $\phi_r(t - \Delta t)$ is calculated from the winding current by using the lower partition of equation 7.35, i.e.

$$
\phi_r = [Q_{rs}^*] [P_s^*] [N_s] (i_s)
$$

(7.37)

The branch actual permeance $(P_k^*)$ is calculated directly from a hyperbola approximation of the saturated magnetising characteristic using the solved branch flux $\phi_k(t - \Delta t)$. Once $[P_k^*]$ is known the per-unit admittance matrix $[Y_{ss}^*]$ and current source $i_{ns}^*$ can be obtained. For the UMEC of Figure 7.9, equation 7.32 becomes:

$$
\begin{bmatrix}
i_1(t)
\end{bmatrix}
\begin{bmatrix}
i_2(t)
\end{bmatrix} =
\begin{bmatrix}
y_{11} & y_{12} \\
y_{12} & y_{22}
\end{bmatrix}
\begin{bmatrix}
v_1(t)
\end{bmatrix}
\begin{bmatrix}
i_{ns1}(t)
\end{bmatrix}
\begin{bmatrix}
i_{ns2}(t)
\end{bmatrix}
$$

(7.38)

which can be represented by the Norton equivalent circuit shown in Figure 7.12.

The Norton equivalent circuit is in an ideal form for dynamic simulation of the EMTDC type. The symmetric admittance matrix $[Y_{ss}^*]$ is non-diagonal, and thus includes mutual couplings. All the equations derived above are general and apply to any magnetic-equivalent circuit consisting of a finite number of branches, such as that shown in Figure 7.10.

If required, the winding copper loss can be represented by placing series resistances at the terminals of the Norton equivalent.

Figure 7.12 UMEC Norton equivalent
7.3.2 UMEC implementation in PSCAD/EMTDC

Figure 7.13 illustrates the transformer implementation of the above formulation in PSCAD/EMTDC. An exact solution of the magnetic/electrical circuit at each time step requires a Newton-type iterative process since the system is non-linear. The iterative process finds a solution for the branch fluxes such that nodal flux and loop m.m.f. sums are zero, and with the branch permeances consistent with the flux through them. With small simulation steps of the order of 50 μs, acceptable results can still be obtained in a non-iterative solution if the branch permeances are calculated with the flux solution from the previous time step. The resulting errors are small and confined to the zero sequence of the magnetising currents.

Figure 7.13 UMEC implementation in PSCAD/EMTDC
The leakage-flux branch permeances are constant and the core branch-saturation characteristic is the steel flux density magnetising force ($B$–$H$) curve. Individual branch per unit $\phi - i$ characteristics are not a conventional specification but, if required, these can be provided by the manufacturer.

Core dimensions, branch length $L_k$ and cross-sectional area $A_k$, are required to calculate real value permeances from

$$P_k^* = \frac{\mu_0 \mu_{rk} A_k}{L_k} \quad (7.39)$$

The branch flux $\phi_k(t - \Delta t)$ is converted to branch flux density by

$$B_k(t - \Delta t) = \frac{\phi_k(t - \Delta t)}{A_k} \quad (7.40)$$

The branch permeability $\mu_0 \mu_{rk}$ is then calculated from the core $B$–$H$ characteristic.

Figure 7.13 also shows that the winding-limb flux $\phi_s(t - \Delta t)$ is calculated using trapezoidal integration rather than the linearised equation 7.27. Trapezoidal integration requires storage of vectors $\phi_s(t - 2\Delta t)$ and $v_s(t - 2\Delta t)$. In equation 7.27 matrices $[Q_{ss}^*]$ and $[P_{ss}^*]$ must be stored and, although $[P_{ss}^*]$ is diagonal, $[Q_{ss}^*]$ is full; therefore in this method element storage increases with the square of the UMEC winding-limb branch number.

The elements of $\phi_r(t - \Delta t)$ can be calculated using magnetic circuit theory, whereby the m.m.f. around the primary winding limb and leakage branch loop must sum to zero, i.e. with reference to Figure 7.9(b),

$$\phi_4(t - \Delta t) = P_4^* \left( N_1 i_1(t - \Delta t) - \phi_1(t - \Delta t)/P_1^* \right) \quad (7.41)$$

Also, the m.m.f. around the secondary winding limb and leakage branch loop must sum to zero

$$\phi_5(t - \Delta t) = P_5^* \left( N_2 i_2(t - \Delta t) - \phi_2(t - \Delta t)/P_2^* \right) \quad (7.42)$$

and, finally, the flux at node $N_1$ must sum to zero:

$$\phi_5(t - \Delta t) = \phi_1(t - \Delta t) - \phi_4(t - \Delta t) \quad (7.43)$$

The yoke branch actual permeance $P_k^*$ is calculated directly from the solved branch flux $\phi_k(t - \Delta t)$ using equations 7.39 and 7.40. Once $[P^*]$ is known, the real-valued admittance matrix $[Y_{ss}^*]$ and current source vector $i_{ns}^*$ can be obtained.

### 7.3.3 Three-limb three-phase UMEC

An extension of the single-phase UMEC concept to the three-phase transformer, shown in Figure 7.14(a), leads to the UMEC of Figure 7.14(b). There is no need to specify in advance the distribution of magnetising current components, which have been shown to be determined by the transformer internal and external circuit parameters.
Figure 7.14 UMEC PSCAD/EMTDC three-limb three-phase transformer model: (a) core; (b) electrical equivalents of core flux paths
The m.m.f. sources \( N_1 i_1(t) - N_6 i_6(t) \) represent each transformer winding individually, and the winding voltages \( v_1(t) - v_6(t) \) are used to calculate the winding-limb fluxes \( \phi_1(t) - \phi_6(t) \), respectively.

\( P_{1*} - P_{6*} \) represent the permeances of transformer winding limbs. If the total length of each phase-winding limb \( L_w \) has uniform cross-sectional area \( A_w \), the UMEC branches 1–6 have length \( L_w/2 \) and cross-sectional area \( A_w \). \( P_{1*} \) and \( P_{14*} \) represent the permeances of the transformer left and right hand yokes, respectively. The upper and lower yokes are assumed to have the same length \( L_y \) and cross-sectional area \( A_y \). Both left and right-hand yokes are represented by UMEC branches 13 and 14 of length \( L_{13} = L_{14} = 2L_y \) and area \( A_{13} = A_{14} = 2A_y \). Zero-sequence permeances \( P_{15} - P_{17} \) are obtained from in-phase excitation of all three primary or secondary windings.

Leakage permeances are obtained from open and short-circuit tests and, therefore, the effective length and cross-sectional areas of UMEC leakage branches 7–12 are not required to calculate \( P_7 - P_{12} \).

The UMEC circuit of Figure 7.14(b) places the actual permeance formulation in the real-value form

\[
\begin{align*}
(i_1(t)) & = \left[ \begin{array}{cccccc} y_{11} & y_{12} & y_{13} & y_{14} & y_{15} & y_{16} \\ y_{21} & y_{22} & y_{23} & y_{24} & y_{25} & y_{26} \\ y_{31} & y_{32} & y_{33} & y_{34} & y_{35} & y_{36} \\ y_{41} & y_{42} & y_{43} & y_{44} & y_{45} & y_{46} \\ y_{51} & y_{52} & y_{53} & y_{54} & y_{55} & y_{56} \\ y_{61} & y_{62} & y_{63} & y_{64} & y_{65} & y_{66} \end{array} \right] \begin{pmatrix} v_1(t) \\ v_2(t) \\ v_3(t) \\ v_4(t) \\ v_5(t) \\ v_6(t) \end{pmatrix} + \begin{pmatrix} i_{ns1} \\ i_{ns2} \\ i_{ns3} \\ i_{ns4} \\ i_{ns5} \\ i_{ns6} \end{pmatrix} \\
(7.44)
\end{align*}
\]

The matrix \( [Y_{ss}] \) is symmetric and this Norton equivalent is implemented in PSCAD/EMTDC as shown in Figure 7.15, where only the blue-phase network of a star-grounded/star-grounded transformer is shown.

The flow diagram of Figure 7.13 also describes the three-limb three-phase UMEC implementation in PSCAD/EMTDC with only slight modifications. The trapezoidal integration equation is applied to the six transformer windings to calculate the winding-limb flux vector \( \phi_r(t - \Delta t) \). Equations 7.39 and 7.40 are used to calculate the permeances of the winding branches. Once the previous time step winding-current vector \( i_s(t - \Delta t) \) is formed, the flux leakage elements of \( \phi_r(t - \Delta t) \) can be calculated using

\[
\begin{align*}
\phi_7(t - \Delta t) & = P_{7*}^* \left( N_1 i_1(t - \Delta t) - \phi_1(t - \Delta t)/P_{1*}^* \right) \\
\phi_8(t - \Delta t) & = P_{8*}^* \left( N_2 i_2(t - \Delta t) - \phi_2(t - \Delta t)/P_{2*}^* \right) \\
\phi_9(t - \Delta t) & = P_{9*}^* \left( N_1 i_3(t - \Delta t) - \phi_3(t - \Delta t)/P_{3*}^* \right) \\
\phi_{10}(t - \Delta t) & = P_{10*}^* \left( N_2 i_4(t - \Delta t) - \phi_4(t - \Delta t)/P_{4*}^* \right) \\
\phi_{11}(t - \Delta t) & = P_{11*}^* \left( N_1 i_5(t - \Delta t) - \phi_5(t - \Delta t)/P_{5*}^* \right) \\
\phi_{12}(t - \Delta t) & = P_{12*}^* \left( N_2 i_6(t - \Delta t) - \phi_6(t - \Delta t)/P_{6*}^* \right) \\
(7.45)
\end{align*}
\]
Figure 7.15 UMEC three-limb three-phase Norton equivalent for blue phase (Y–g/Y–g)

The zero-sequence elements of $\phi_r(t - \Delta t)$ are calculated using the m.m.f. loop sum around the primary and secondary winding-limb and zero-sequence branch

\[
\phi_{15}(t - \Delta t) = P^*_{15}(N_1 i_1(t - \Delta t) + N_2 i_2(t - \Delta t) - \phi_1(t - \Delta t)/P^*_1 - \phi_2(t - \Delta t)/P^*_2)
\]

(7.46)

\[
\phi_{16}(t - \Delta t) = P^*_{16}(N_1 i_3(t - \Delta t) + N_2 i_4(t - \Delta t) - \phi_3(t - \Delta t)/P^*_3 - \phi_4(t - \Delta t)/P^*_4)
\]

(7.47)

\[
\phi_{17}(t - \Delta t) = P^*_{17}(N_1 i_5(t - \Delta t) + N_2 i_6(t - \Delta t) - \phi_5(t - \Delta t)/P^*_5 - \phi_6(t - \Delta t)/P^*_6)
\]

(7.48)

Finally, the yoke flux is obtained using the flux summation at nodes $N_1$ and $N_2$

\[
\phi_{13}(t - \Delta t) = \phi_1(t - \Delta t) - \phi_7(t - \Delta t) - \phi_{15}(t - \Delta t)
\]

(7.49)

\[
\phi_{14}(t - \Delta t) = \phi_5(t - \Delta t) - \phi_{11}(t - \Delta t) - \phi_{17}(t - \Delta t)
\]
The yoke-branch permeances $P_{13}^*$ and $P_{14}^*$ are again calculated directly from solved branch fluxes $\phi_{13}$ and $\phi_{14}$ using equations 7.39 and 7.40. Once $[P^*]$ is known the real-valued admittance matrix $[Y]$ can be obtained.

### 7.3.4 Fast transient models

The inter-turn capacitance is normally ignored at low frequencies, but for high-frequency events this capacitance becomes significant. When subjected to impulse test the capacitance determines the voltage distribution across the internal windings of the transformer. Moreover the inter-turn capacitance and winding inductance have a resonant frequency that may be excited. Hence transformer failures can be caused by high-frequency overvoltages due to internal resonances [10], [11]. These internal winding resonances (typically in the 5–200 kHz range), are initiated by fast transients and may not cause an immediate breakdown, but partial discharges may occur, thereby accelerating ageing of the transformer winding [12]. To determine the voltage levels across the internal transformer insulation during a specific external transient requires the use of a detailed high-frequency transformer model. Though the general high-frequency models are very accurate and detailed, they are usually too large to be incorporated in a general model of the power system [13]. Hence reduced order models, representing the transformer’s terminal behaviour, are normally developed and used in the system study [14]. These reduced order models need to be custom models developed by the user for the EMTP-type program available. There is a multitude of modelling techniques. The resulting transient can be used as the external transient into a more detailed high-frequency transformer model, some of which can calculate down to turn-to-turn voltages.

The difficulty in modelling transformers in detail stems from the fact that some transformer parameters are both non-linear and frequency dependent. The iron core losses and inductances are non-linear due to saturation and hysteresis. They are also frequency dependent due to eddy currents in the laminations. During resonance phenomena the resistances greatly influence the maximum winding voltages. These resistances represent both the copper and iron losses and are strongly frequency dependent [15]–[17]. Parameters for these models are extracted from laboratory testing and are only valid for the transformer type and frequency range of the tests performed.

### 7.4 The synchronous machine

The synchronous machine model to be used in each case depends on the time span of interest. For example the internal e.m.f. behind subtransient reactance is perfectly adequate for electromagnetic transients studies of only a few cycles, such as the assessment of switching oscillations. At the other extreme, transient studies involving speed variations and/or torsional vibrations need to model adequately the generator rotor and turbine rotor masses. Thus a general-purpose model should include the generator electrical parameters as well as the generator and turbine mechanical parameters.
7.4.1 Electromagnetic model

All the models used in the various versions of the EMTP method are based on Park’s transformation from phase to dq0 components [18], a frame of reference in which the self and mutual machine inductances are constant. Although a state variable formulation of the equations is used, their solution is carried out using the numerical integrator substitution method.

In the EMTDC program the machine d and d axis currents are used as state variables, whereas fluxes are used instead in the EMTP program [19].

Figure 7.16 depicts a synchronous machine with three fixed windings and one rotating winding (at this point the damping windings are not included). Let $\theta(t)$ be the angle between the field winding and winding $a$ at time $t$. From Faraday’s law:

$$\begin{pmatrix}
V_a - i_a R_a \\
V_b - i_b R_b \\
V_c - i_c R_c
\end{pmatrix} = \frac{d}{dt} \begin{pmatrix}
\psi_a \\
\psi_b \\
\psi_c
\end{pmatrix} \tag{7.50}$$

Figure 7.16 Cross-section of a salient pole machine
where
\[
\begin{pmatrix}
\psi_a \\
\psi_b \\
\psi_c \\
\psi_f
\end{pmatrix} = 
\begin{bmatrix}
L_{aa} & L_{ab} & L_{ac} & L_{af} \\
L_{ba} & L_{bb} & L_{bc} & L_{bf} \\
L_{ca} & L_{cb} & L_{cc} & L_{cf} \\
\end{bmatrix}
\begin{pmatrix}
i_a \\
i_b \\
i_c \\
i_f
\end{pmatrix}
\]

The inductances are of a time varying nature, e.g.
\[
L_{aa} = L_a + L_m \cos(\theta) \\
L_{bb} = L_a + L_m \cos(2(\theta - 2\pi/3)) \\
L_{cc} = L_a + L_m \cos(2(\theta - 4\pi/3))
\]

Assuming a sinusoidal winding distribution then the mutual inductances are:
\[
L_{ab} = L_{ba} = -M_s - L_m \cos(2(\theta - \pi/6)) \\
L_{bc} = L_{cb} = -M_s - L_m \cos(2\theta - \pi/2) \\
L_{ca} = L_{ac} = -M_s - L_m \cos(2(\theta + \pi/2))
\]

and the inductances of the field winding:
\[
L_{af} = L_{fa} = M_f \cos(\theta) \\
L_{bf} = L_{fb} = M_f \cos(\theta - 2\pi/3) \\
L_{cf} = L_{fc} = M_f \cos(\theta - 4\pi/3)
\]

In compact notation
\[
\begin{pmatrix}
\psi_a \\
\psi_b \\
\psi_c \\
\psi_f
\end{pmatrix} = 
\begin{bmatrix}
L_{abc} & L_{abcf} \\
L_{fabc} & L_{ff}
\end{bmatrix}
\begin{pmatrix}
i_a \\
i_b \\
i_c \\
i_f
\end{pmatrix}
\]

or
\[
\begin{pmatrix}
\psi_{abc} \\
\psi_f
\end{pmatrix} = 
\begin{bmatrix}
L_{abc} & L_{abcf} \\
L_{fabc} & L_{ff}
\end{bmatrix}
\begin{pmatrix}
i_{abc} \\
i_f
\end{pmatrix}
\]

Taking the top partition
\[
\psi_{abc} = [L_{abc}]i_{abc} + [L_{abcf}]i_f
\]

Choosing a matrix \([T(\theta)]\) that diagonalises \([L_{abc}]\) gives:
\[
i_{dq0} = [T(\theta)]i_{abc} \\
\nu_{dq0} = [T(\theta)]\nu_{abc} \\
\psi_{dq0} = [T(\theta)]\psi_{abc}
\]
and substituting in equation 7.56 gives

\[ [T(\theta)]^{-1} \Psi_{dq0} = [L_{abc}][T(\theta)]^{-1}i_{dq0} + [L_{abc}]i_f \]  

(7.60)

Thus

\[ \Psi_{dq0} = [T(\theta)][L_{abc}][T(\theta)]^{-1}i_{dq0} + [T(\theta)][L_{abc}]i_f \]

A common choice of \([T(\theta)]\) is:

\[ [T(\theta)] = \begin{bmatrix} \cos(\theta) & \cos(\theta - 2\pi/3) & \cos(\theta + 2\pi/3) \\ \sin(\theta) & \sin(\theta - 2\pi/3) & \sin(\theta + 2\pi/3) \\ 1/2 & 1/2 & 1/2 \end{bmatrix} \]

(7.61)

thus

\[ [T(\theta)]^{-1} = \begin{bmatrix} \cos(\theta) & \sin(\theta) & 1 \\ \cos(\theta - 2\pi/3) & \sin(\theta - 2\pi/3) & 1 \\ \cos(\theta + 2\pi/3) & \sin(\theta + 2\pi/3) & 1 \end{bmatrix} \]

(7.62)

This matrix is known as Park’s transformation. Therefore the following expression results in \(dq0\) coordinates:

\[
\begin{pmatrix} \psi_d \\ \psi_q \\ \psi_0 \end{pmatrix} = \begin{bmatrix} L_a + M_s + \frac{3}{2}L_m & 0 & 0 \\ 0 & L_a + M_s - \frac{3}{2}L_m & 0 \\ 0 & 0 & L_a - 2M_s \end{bmatrix} \begin{pmatrix} i_d \\ i_q \\ i_0 \end{pmatrix} + \begin{pmatrix} \sqrt{\frac{3}{2}}M_f \\ 0 \\ 0 \end{pmatrix} i_f
\]

(7.63)

or

\[
\begin{pmatrix} \psi_d \\ \psi_q \\ \psi_0 \end{pmatrix} = \begin{bmatrix} L_a + L_{md} & 0 & 0 \\ 0 & L_a + L_{md} & 0 \\ 0 & 0 & L_0 \end{bmatrix} \begin{pmatrix} i_d \\ i_q \\ i_0 \end{pmatrix} + \begin{pmatrix} L_{md} \\ 0 \\ 0 \end{pmatrix} i'_f
\]

(7.64)

where

\[ L_{md} = M_s + \frac{3}{2}L_m \]

\[ i'_f = \frac{\sqrt{3/2}M_f}{L_{md}} i_f \]

The equation for the field flux now becomes time dependent, i.e.

\[
\begin{pmatrix} \psi_f \end{pmatrix} = \begin{bmatrix} M_f \cos(\theta) & M_f \cos(\theta - 2\pi/3) & M_f \cos(\theta - 4\pi/3) \end{bmatrix} \times \begin{bmatrix} \cos(\theta) & \sin(\theta) & 1 \\ \cos(\theta - 2\pi/3) & \sin(\theta - 2\pi/3) & 1 \\ \cos(\theta + 2\pi/3) & \sin(\theta + 2\pi/3) & 1 \end{bmatrix} \begin{pmatrix} i_d \\ i_q \\ i_0 \end{pmatrix} + [L_{ff}] \cdot i_f
\]

\[
= \left( \frac{3}{2}M_f \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} \right) \begin{pmatrix} i_d \\ i_q \\ i_0 \end{pmatrix} + [L_{ff}] \cdot i_f
\]

\[
= \frac{3}{2}M_f I_d + [L_{ff}] \cdot i_f
\]

(7.65)
Similarly the field circuit equation can be expressed as:

$$\psi'_f = [L_{md}]i_d + [L_{md} + L_f]i'_f$$  \hfill (7.66)

This can be thought of as transforming the field current to the same base as the stator currents. Figure 7.17 depicts the equivalent circuit based on these equations. From Kirchhoff’s current law:

$$\begin{bmatrix} v_a - i_a R_a \\ v_b - i_b R_b \\ v_c - i_c R_c \end{bmatrix} = \frac{d}{dt} \begin{bmatrix} \psi_a \\ \psi_b \\ \psi_c \end{bmatrix}$$  \hfill (7.67)

and

$$v'_f - i'_f R'_f = \frac{d\psi'_f}{dt}$$  \hfill (7.68)

Applying Park’s transformation gives:

$$[T(\theta)] \begin{bmatrix} v_a - i_a R_a \\ v_b - i_b R_b \\ v_c - i_c R_c \end{bmatrix} = [T(\theta)] \frac{d}{dt} \begin{bmatrix} \psi_d \\ \psi_q \\ \psi_0 \end{bmatrix}$$  \hfill (7.69)

or

$$[T(\theta)] \begin{bmatrix} v_d - i_d R_d \\ v_q - i_q R_q \\ v_0 - i_0 R_0 \end{bmatrix} = [T(\theta)] \frac{d}{d\theta} \begin{bmatrix} \psi_d \\ \psi_q \\ \psi_0 \end{bmatrix} + [T(\theta)]^{-1} \frac{d}{dt} \begin{bmatrix} \psi_d \\ \psi_q \\ \psi_0 \end{bmatrix}$$

$$= [T(\theta)] \frac{d}{d\theta} [T(\theta)]^{-1} \frac{d\theta}{dt} \begin{bmatrix} \psi_d \\ \psi_q \\ \psi_0 \end{bmatrix} + [T(\theta)]^{-1} \frac{d}{dt} \begin{bmatrix} \psi_d \\ \psi_q \\ \psi_0 \end{bmatrix}$$

$$= [T(\theta)] \frac{d}{d\theta} [T(\theta)]^{-1} \omega \begin{bmatrix} \psi_d \\ \psi_q \\ \psi_0 \end{bmatrix} + \frac{d}{dt} \begin{bmatrix} \psi_d \\ \psi_q \\ \psi_0 \end{bmatrix}$$  \hfill (7.70)

where \(\omega\) is the angular speed.
Evaluating the speed term:

\[
\frac{d}{d\theta} [T(\theta)]^{-1} = \frac{d}{d\theta} \begin{bmatrix}
\cos(\theta) & \sin(\theta) & 1 \\
\cos(\theta - 2\pi/3) & \sin(\theta - 2\pi/3) & 1 \\
\cos(\theta - 4\pi/3) & \sin(\theta - 4\pi/3) & 1
\end{bmatrix}
\]

(7.71)

\[
= \begin{bmatrix}
-\sin(\theta) & \cos(\theta) & 0 \\
-\sin(\theta - 2\pi/3) & \cos(\theta - 2\pi/3) & 0 \\
-\sin(\theta - 4\pi/3) & \cos(\theta - 4\pi/3) & 0
\end{bmatrix}
\]

(7.72)

and

\[
[T(\theta)] \frac{d}{d\theta} [T(\theta)]^{-1} = \frac{2}{3} \begin{bmatrix}
\cos(\theta) & \cos(\theta - 2\pi/3) & \cos(\theta - 4\pi/3) \\
\sin(\theta) & \sin(\theta - 2\pi/3) & \sin(\theta - 4\pi/3) \\
1/2 & 1/2 & 1/2
\end{bmatrix}

\times \begin{bmatrix}
-\sin(\theta) & \cos(\theta) & 0 \\
-\sin(\theta - 2\pi/3) & \cos(\theta - 2\pi/3) & 0 \\
-\sin(\theta - 4\pi/3) & \cos(\theta - 4\pi/3) & 0
\end{bmatrix}
\]

\[
= \frac{2}{3} \begin{bmatrix}
0 & 2/3 & 0 \\
-2/3 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
= \begin{bmatrix}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\]

(7.73)

Hence equation 7.67 becomes:

\[
v_d - i_d R_d = \omega \psi_q + \frac{d\psi_d}{dt}
\]

\[
v_q - i_q R_a = -\omega \psi_d + \frac{d\psi_q}{dt}
\]

\[
v_0 - i_0 R_0 = \frac{d\psi_0}{dt}
\]

(7.74)

while the field circuit remains unchanged, i.e.

\[
v_f' - i_f' R_f' = \frac{d\psi_f'}{dt}
\]

(7.75)

If, as is normally the case, the winding connection is ungrounded star then \(i_0 = 0\) and the third equation in 7.74 disappears.

Adkins’ [20] equivalent circuit, shown in Figure 7.18, consists of a machine with three coils on the \(d\)-axis and two on the \(q\)-axis, although the model can easily be
extended to include further coils. The following equations can be written:

\[
\begin{bmatrix}
V_d - \omega \Psi_q - R_{ai_d} \\
V_f - R_{fi_f} - R_{kdi_{kd}} \\
\end{bmatrix}
= 
\begin{bmatrix}
L_{md} + L_a & L_{md} & L_{md} \\
L_{md} & L_{md} + L_f + L_{kf} & L_{md} + L_{kf} \\
L_{md} & L_{md} + L_{kf} & L_{md} + L_{kf} + L_{kd}
\end{bmatrix}
\begin{bmatrix}
id \\
if \\
iki_{kd}
\end{bmatrix}
\]

\[
\begin{bmatrix}
id \\
if \\
iki_{kd}
\end{bmatrix}
= [L_d] \frac{d}{dt} \begin{bmatrix}
id \\
if \\
iki_{kd}
\end{bmatrix}
\]

(7.76)

and

\[
\begin{bmatrix}
V_q + \omega \Psi_d - R_{ai_q} \\
-R_{kqi_{kg}}
\end{bmatrix}
= 
\begin{bmatrix}
L_{mq} + L_a & L_{mq} & L_{mq} \\
L_{mq} & L_{mq} + L_{kg} & L_{mq} + L_{kg}
\end{bmatrix}
\begin{bmatrix}
in \\
iki_{kg}
\end{bmatrix}
\]

\[
\begin{bmatrix}
in \\
iki_{kg}
\end{bmatrix}
= [L_q] \frac{d}{dt} \begin{bmatrix}
in \\
iki_{kg}
\end{bmatrix}
\]

(7.77)

The flux paths associated with the various \(d\)-axis inductances is shown in Figure 7.19.

The additional inductance \(L_{kd}\) represents the mutual flux linking only the damper and field windings (not the stator windings); this addition has been shown to be necessary for the accurate representation of the transient currents in the rotor circuits. Saturation is taken into account by making inductances \(L_{md}\) and \(L_f\) functions of the magnetising current and this information is derived from the machine open-circuit characteristics.

Solving equations 7.76 and 7.77 for the currents yields:

\[
\begin{bmatrix}
id \\
if \\
iki_{kd}
\end{bmatrix}
= [L_d]^{-1} \begin{bmatrix}
-\omega \Psi_d - R_{ai_q} \\
-R_{fi_f} - R_{kdi_{kd}} \\
\end{bmatrix}
+ [L_d]^{-1} \begin{bmatrix}
V_d \\
V_f \\
0
\end{bmatrix}
\]

(7.78)
Figure 7.19  $d$-axis flux paths

\[
\frac{d}{dt} \begin{bmatrix} i_q \\ i_{kq} \end{bmatrix} = \begin{bmatrix} L_q \end{bmatrix}^{-1} \begin{bmatrix} \omega \psi_d - R_a i_q \\ -R_{kq} i_{kq} \end{bmatrix} + \begin{bmatrix} L_q \end{bmatrix}^{-1} \begin{bmatrix} V_q \\ 0 \end{bmatrix}
\] (7.79)

which are in the standard form of the state variable formulation, i.e.

\[
\dot{x} = [A]x + [B]u
\] (7.80)

where the state vector $x$ represents the currents and the input vector $u$ the applied voltages.

### 7.4.2 Electromechanical model

The accelerating torque is the difference between the mechanical and electrical torque, hence:

\[
J \frac{d\omega}{dt} = T_{\text{mech}} - T_{\text{elec}} - D\omega
\] (7.81)

where

- $J$ is the angular moment of inertia
- $D$ is the damping constant
- $\omega$ is the angular speed ($d\theta/dt$)

In matrix form this is:

\[
\frac{d}{dt} \begin{bmatrix} \theta \\ \omega \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ 0 & -D/J \end{bmatrix} \begin{bmatrix} \theta \\ \omega \end{bmatrix} + \begin{bmatrix} 0 \\ (T_{\text{mech}} - T_{\text{elec}})/J \end{bmatrix}
\] (7.82)

This equation is numerically integrated to calculate the rotor position $\theta$. Multimass systems can be modelled by building up mass-inertia models. Often only $\omega$ is passed as input to the machine model. A model for the governor can be interfaced, which accepts $\omega$ and calculates $T_{\text{mech}}$.

The electromagnetic torque can be expressed as:

\[
T_{\text{elec}} = \frac{\psi_d i_q - \psi_q i_d}{2}
\] (7.83)
The large time constants associated with governors and exciters would require long
simulation times to reach steady state if the initial conditions are not accurate. There-
fore techniques such as artificially lowering the inertia or increasing damping for
start-up have been developed.

### 7.4.2.1 Per unit system

PSCAD/EMTDC uses a per unit system for electrical machines. The associated base
quantities are:

- \( \omega_0 \) – rated angular frequency (314.1592654 for 50 Hz system or 376.9911184 for 60 Hz system)
- \( P_0 = 3V_bI_b \) – base power
- \( t_0 = 1/\omega_0 \) – time base
- \( \psi_0 = V_b/\omega_0 \) – base flux linkage
- \( n_{b\_Mech} = \omega_0 / p \) – mechanical angular speed
- \( \theta_{b\_Mech} = \theta / p \) – mechanical angle

where

- \( p \) is the number of pole pairs
- \( V_b \) is the base voltage (RMS phase voltage)
- \( I_b \) is the base current (RMS phase current)

Hence \( \Delta t \) is multiplied by \( \omega_0 \) to give per unit incremental time.

### 7.4.2.2 Multimass representation

Although a single-mass representation is usually adequate for hydroturbines, this is
not the case for thermal turbines where torsional vibrations can occur due to subsyn-
chronous resonance. In such cases a lumped mass representation is commonly used, as depicted in Figure 7.20.

The moments of inertia and the stiffness coefficients \( (K) \) are normally available
from design data. \( D \) are the damping coefficients and represent two damping effects,
i.e. the self-damping of a mass (frictional and windage losses) and the damping created
in the shaft between masses \( k \) and \( k - 1 \) when twisted with speed.

![Multimass model](image)

*Figure 7.20 Multimass model*
The resulting damping torque is:

\[ T_{\text{Damping}_k} = D_k \frac{d\theta_k}{dt} + D_{k-1,k} \left( \frac{d\theta_k}{dt} - \frac{d\theta_{k-1}}{dt} \right) + D_{k,k+1} \left( \frac{d\theta_k}{dt} - \frac{d\theta_{k+1}}{dt} \right) \]  

(7.84)

The damping matrix is thus:

\[
[D] = \begin{bmatrix}
D_1 + D_{12} & -D_{12} & 0 & \cdots & 0 \\
-D_{12} & D_2 + D_{12} + D_{23} & -D_{23} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & -D_{n-2,n-2} & D_{n-1} + D_{n-2,n-1} - D_{n-1,n} & -D_{n-1,n} \\
0 & 0 & 0 & -D_{n-1,n} & D_{n-1,n} + D_n \\
\end{bmatrix}
\]  

(7.85)

The spring action of the shaft section between the \( k \)th and \((k-1)\)th mass creates a force proportional to the angular twist, i.e.

\[ T_{\text{Spring}_{k-1}} - T_{\text{Spring}_k} = K_{k-1,k} (\theta_{k-1} - \theta_k) \]  

(7.86)

Hence these add the term \([K] \frac{d\theta}{dt}\) to equation 7.81, where

\[
[K] = \begin{bmatrix}
K_{12} & -K_{12} & 0 & \cdots & 0 \\
-K_{12} & K_{12} + K_{23} & -K_{23} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & -K_{n-2,n-2} & K_{n-2,n-2} + K_{n-1,n} & -K_{n-1,n} \\
0 & 0 & 0 & -K_{n-1,n} & K_{n-1,n} \\
\end{bmatrix}
\]  

(7.87)

Therefore equation 7.81 becomes:

\[
[J] \frac{d\omega}{dt} = T_{\text{mech}} - T_{\text{elec}} - [D] \omega - [K] \frac{d\theta}{dt}
\]  

(7.88)

### 7.4.3 Interfacing machine to network

Although the equations for the detailed synchronous machine model have been more or less the same in the various synchronous machine models already developed, different approaches have been used for their incorporation into the overall algorithm. The EMTP uses V. Brandwajn’s model, where the synchronous machine is represented as an internal voltage source behind some impedance, with the voltage source being recomputed at each time step and the impedance incorporated in the system nodal conductance matrix. This solution requires the prediction of some variables and could cause numerical instability; however it has been refined sufficiently to be reasonably stable and reliable.

The EMTDC program uses the current injection method. To prevent numerical instabilities this model is complemented by an interfacing resistor, as shown in Figure 7.21, which provides a more robust solution. The conductance is \( \Delta t / 2L'_{d} \) and
the current source \( i(t - \Delta t) + G_{eq}v(t - \Delta t) \) (where \( L_d'' \) is the subtransient reactance of a synchronous machine or leakage reactance if interfacing an induction machine). However, there is a one time step delay in the interface (i.e. \( G_{eq}v(t - \Delta t) \) is used), thus leading to potential instabilities (especially during open circuit). This instability due to the time step delay manifests itself as a high-frequency oscillation. To stabilise this, a series RC circuit has been added to the above interface. \( R \) is set to \( 20Z_{\text{base}} \) and \( C \) is chosen such that \( RC = 10\Delta t \). This selection of values provides high-frequency damping without adding significant fundamental or low-frequency losses.

The following steps are used to interface machines to the electrical network:

1. Assume \( v_a, v_b, v_c \) from the previous time step and calculate \( v_d, v_q, v_0 \) using the transformation matrix \([T(\theta)]\)

2. Choose \( \psi_d, \psi_q, \psi_f \) (and \( \psi_0 \) if a zero sequence is to be considered) as state variables

\[
\begin{pmatrix}
  i_d \\
  i'_f
\end{pmatrix} = \begin{bmatrix}
  L_{md} + L_a & L_{md} \\
  L_{md} & L_{md} + L_a
\end{bmatrix}^{-1} \begin{pmatrix}
  \psi_d \\
  \psi'_f
\end{pmatrix} d\text{-axis}
\]

\[
(i_q) = [L_{mq} + L_a]^{-1}(\psi_q) q\text{-axis}
\]

3. The following equations are solved by numerical integration.

\[
\frac{d\psi_d}{dt} = v_d - i_d R_a - \omega \psi_q
\]

\[
\frac{d\psi'_f}{dt} = v'_f - i'_f R'_f
\]

\[
\frac{d\psi_q}{dt} = v_q - i_q R_a + \omega \psi_d
\]
All quantities (e.g. $v_d$, $v'_f$, etc.) on the right-hand side of these equations are known from the previous time step. The currents $i_d$, $i'_f$ and $i_q$ are linear combinations of the state variables and therefore they have a state variable formulation $\dot{x} = [A]x + [B]u$ (if $\omega$ is assumed constant).

4. After solving for $\psi_d$, $\psi'_f$ and $\psi_q$ then $i_d$, $i'_f$ and $i_q$ (and $i_0$) are calculated and transformed back to obtain $i_a$, $i_b$ and $i_c$. Also the equation $d\theta/dt = \omega$ is used to update $\theta$ in the transformation. If the machine’s mechanical transients are ignored then $\theta = \omega t + \phi$ and the integration for $\theta$ is not needed.

The above implementation is depicted in Figure 7.22.

Additional rotor windings need to be represented due to the presence of damper (amortisseur) windings. In this case more than two circuits exist on the $d$-axis and more than one on the $q$-axis. Equation 7.89 is easily extended to cope with this. For example for one damper winding equation 7.89 becomes:

\[
\begin{pmatrix}
  i_d \\
  i'_f \\
  i_{kd}
\end{pmatrix} =
\begin{bmatrix}
  L_{md} + L_a & L_{md} & L_{md} \\
  L_{md} & L_{md} + L_a & L_{md} \\
  L_{md} & L_{md} & L_{md} + L_f
\end{bmatrix}
^{-1}
\begin{pmatrix}
  \psi_d \\
  \psi'_f \\
  \psi_{kd}
\end{pmatrix}
\]

where the subscripts $kd$ and $kq$ denote the damper winding on the $d$ and $q$-axis, respectively.
The damper windings are short circuited and hence the voltage is zero. The extended version of equations 7.91–7.93 is:

\[
\begin{align*}
\frac{d\psi_d}{dt} &= v_d - i_d R_a - \omega \psi_q \\
\frac{d\psi_{kd}}{dt} &= 0 - i_{kd} R_{kd} \\
\frac{d\psi_q}{dt} &= v_q - i_q R_a - \omega \psi_d \\
\frac{d\psi_{kq}}{dt} &= 0 - i_{kq} R_{kq} \\
\frac{d\psi_f}{dt} &= v'_f - i'_f R'_f
\end{align*}
\]

Saturation can be introduced in many ways but one popular method is to make \( L_{md} \) and \( L_{mq} \) functions of the magnetising current (i.e. \( i_d + i_{kd} + i_f \) in the \( d \)-axis). For round rotor machines it is necessary to saturate both \( L_{md} \) and \( L_{mq} \). For start-up transients sometimes it is also necessary to saturate \( L_a \).

The place of the governor and exciter blocks in relation to the machine equations is shown in Figure 7.23. Figure 7.24 shows a block diagram of the complete a.c. machine model, including the electromagnetic and mechanical components, as well as their interface with the rest of the network.

---

**Figure 7.23** The a.c. machine system
7.4.4 Types of rotating machine available

Besides the synchronous machine developed by V. Brandwajn, the universal machine model was added to EMTP by H.K. Lauw and W.S. Meyer to enable various types of machines to be studied using the same model [21], [22]. Under the universal machine model the EMTP package includes the following different types of rotating machines:

1. synchronous machine with a three-phase armature
2. synchronous machine with a two-phase armature
3. induction machine with a three-phase armature
4. induction machine with a three-phase armature and three-phase rotor
5. induction machine with a two-phase armature
6. single-phase induction or synchronous machine with one-phase excitation
7. single-phase induction or synchronous machine with two-phase excitation
8. d.c. machine separately excited
9. d.c. machine with series compound field
10. d.c. machine series excited
11. d.c. machine with parallel compound field
12. d.c. machine shunt excited

There are two types of windings, i.e. armature and field windings. Which of them rotates and which are stationary is irrelevant as only the relative motion is important. The armature or power windings are on the stator in the synchronous and induction machines and on the rotor in the d.c. machines, with the commutator controlling the flow of current through them.

The user must choose the interface method for the universal machine. There are only minor differences between the electrical models of the synchronous and universal machines but their mechanical part differs significantly, and a lumped $RLC$ equivalent electrical network is used to represent the mechanical part.

Like EMTP the EMTDC program also uses general machine theory for the different machines, but with separate FORTRAN subroutines for each machine type to simplify the parameter entry. For example, the salient pole machine has different parameters on both axes but only the $d$-axis mutual saturation is significant; on the other hand the induction machine has the same equivalent circuit in both axes and experiences saturation of both mutual and leakage reactances. The state variable formulation and interfacing detailed in this chapter are the same for all the machines. The machine subroutines can use a different time step and integration procedure from the main program. Four machine models are available in EMTDC; the original salient pole synchronous machine (MAC100 Model), a new round rotor synchronous machine model (SNC375), the squirrel cage induction machine (SQC100) and the wound rotor induction motor.

The MAC100 model has been superseded by SNC375, which can model both salient and round rotor machines due to the extra damper winding on the $q$-axis. The squirrel cage induction machine is modelled as a double cage and the motor convention is used; that is terminal power and shaft torque are positive when power is going into the machine and the shaft is driving a load.

7.5 Summary

The basic theory of the single-phase transformer has been described, including the derivation of parameters, the modelling of magnetisation non-linearities and its numerical implementation in a form acceptable for electromagnetic transients programs.

The need for advanced models has been justified, and a detailed description made of UMEC (the Unified Magnetic Equivalent Circuit), a general transformer model developed for the accurate representation of multiphase, multiwinding arrangements. UMEC is a standard transformer model in the latest version of PSCAD/EMTDC.

Rotating machine modelling based on Park’s transformation is reasonably standard, the different implementations relating to the way of interfacing the machine to the system. A state variable formulation of the equations is used but the solution, in line with EMTP philosophy, is carried out by numerical integrator substitution.
The great variety of rotating machines in existence precludes the use of a common model and so the electromagnetic transient programs include models for the main types in current use, most of these based on general machine theory.

7.6 References


Chapter 8
Control and protection

8.1 Introduction

As well as accurate modelling of the power components, effective transient simulation requires detailed representation of their control and protection processes.

A variety of network signals need to be generated as inputs to the control system, such as active and reactive powers, r.m.s. voltages and currents, phase angles, harmonic frequencies, etc. The output of the control functions are then used to control voltage and current sources as well as provide switching signals and firing pulses to the power electronic devices. These signals can also be used to dynamically control the values of resistors, inductors and capacitors.

A concise description of the control functions attached to the state variable solution has been made in Chapter 3. The purpose of this chapter is to discuss the implementation of control and protection systems in electromagnetic transient programs.

The control blocks, such as integrators, multipliers, etc. need to be translated into a discrete form for digital computer simulation. Thus the controller itself must also be represented by difference equations. Although the control equations could be solved simultaneously with the main circuit in one large set of linear equations [1], [2], considering the large size of the main circuit, such an approach would result in loss of symmetry and increased computation. Therefore electromagnetic transient programs solve the control equations separately, even though this introduces time-step delays in the algorithm. For analogue controls a combined electrical/control solution is also possible, but laborious, by modelling in detail the analogue components (e.g. op-amps, . . .) as electrical components.

The modelling of protection systems in electromagnetic transients programs lies behind those of other system components. At this stage only a limited number of relay types have been modelled and the reliability and accuracy of these models is still being assessed. Therefore this chapter only provides general guidelines on their eventual implementation.
8.2 Transient analysis of control systems (TACS)

Originally developed to represent HVDC converter controls, the TACS facility of the EMTP package is currently used to model any devices or phenomena which cannot be directly represented by the basic network components. Examples of application are HVDC converter controls, excitation systems of synchronous machines, current limiting gaps in surge arresters, arcs in circuit breakers, etc.

The control systems, devices and phenomena modelled in TACS and the electric network are solved separately. Output quantities from the latter are used as input signals in TACS over the same time step, while the output quantities from TACS become input signals to the network solution over the next time step [3].

As illustrated in Figure 8.1, the network solution is first advanced from \( t - \Delta t \) without TACS direct involvement; there is, of course, an indirect link between them as the network will use voltage and current sources defined between \( t - \Delta t \) and \( t \), derived in the preceding step (i.e. between \( t - 2\Delta t \) to \( t - \Delta t \)). NETWORK also receives orders for the opening and closing of switches at time \( t \) which were calculated by TACS in the preceding step.

However, in the latter case, the error caused in the network solution by the \( \Delta t \) time delay is usually negligible. This is partly due to the small value of \( \Delta t \) (of the order of 50 μs) and partly because the delay in closing a thyristor switch is compensated by the converter control; in the case of HVDC transmission, the controller alternately

![Figure 8.1 Interface between network and TACS solution](image-url)
advances and retards the firing of thyristor switches to keep the power constant during steady-state operation.

When a NETWORK solution has been completed, the specified voltage and current signals are used to derive the TACS solution from \( t - \Delta t \) to \( t \); in this part of the interface the only time delays are those due to the way in which the control blocks are solved. Any delays can manifest themselves in a steady-state firing error as well as causing numerical instabilities, particularly if non-linear devices are present.

Besides modelling transfer functions, adders and limiters, TACS allows components to be modelled using FORTRAN-like functions and expressions. The user can also supply FORTRAN code as a TACS element [3].

Two approaches can be used to alleviate the effects of time-step delays. One involves a phase advance technique, using extrapolation to estimate the output of the control solution for the network solution; this method performs poorly during abrupt changes (such as fault inception). The second method reduces the number of internal variables in the control equations and uses a simultaneous solution of the network and reduced control equations [1].

MODELS [4] is a general-purpose description language supported by an extensive set of simulation tools for the representation and study of time-dependent systems. It was first developed in 1985 by Dube and was interfaced to BPA’s EMTP in 1989. MODELS provides an alternative approach to the representation and simulation of new components and of control systems in EMTP. However TACS continues to be used for representing simple control systems which can be described using the existing TACS building blocks.

8.3 Control modelling in PSCAD/EMTDC

To help the user to build a complex control system, PSCAD/EMTDC contains a Control Block Library (the Continuous System Model Functions CSMF shown in Figure 8.2). The voltages and currents, used as input to the control blocks, are integrated locally (i.e. within each block) to provide flexibility. As explained previously this causes a time-step delay in the feedback paths [5]. The delay can be removed by modelling the complete transfer function encompassing the feedback paths, rather than using the multiple block representation, however this lacks flexibility.

The trapezoidal discretisation of the control blocks is discussed in Chapter 2.

PSCAD simulation is further enhanced by using the exponential form of the difference equations, as described in Chapter 5, to simulate the various control blocks.

With the use of digital controls the time-step delay in the control interface is becoming less of an issue. Unlike analogue controls, which give an instantaneous response, digital controllers sample and hold the continuous voltages and currents, which is effectively what the simulation performs. Modern digital controls have multiple-time-steps and incorporate event-driven controls, all of which can be modelled. EMTDC version 3 has an algorithm which controls the position of time-delay in feedback paths. Rather than using the control library to build a representation of the control system, some manufacturers use a direct translation of real control code,
Figure 8.2 Continuous system model function library (PSCAD/EMTDC)
written in FORTRAN, C, C++, MATLAB or BASIC, and link this with EMTDC. Interpolation of controls is also an important issue for accurate results [6].

8.3.1 Example

The first-order lag control system, depicted in Figure 8.3, is used to demonstrate the use of the z-domain for the prediction of instabilities.

The corresponding transfer function is:

\[
\frac{y}{u} = \frac{1}{1 + fg} = \frac{G}{1 + s\tau} \tag{8.1}
\]

where
\(f\) = feedback path = \(1/G\)
\(g\) = forward path = \(G/(s\tau)\)
\(\tau\) = time lag.

The equations for the two blocks are:

\[
e = u - \frac{1}{G} y \tag{8.2}
\]

\[
y = \frac{Ge}{s\tau} \tag{8.3}
\]

Substitution of the trapezoidal rule to form difference equations gives:

\[
e_k = u_k - \frac{1}{G} y_k \tag{8.4}
\]

\[
y_k = \frac{\Delta t(e_k + e_{k-1})G}{2\tau} \tag{8.5}
\]

The difference in data paths becomes apparent. If solved as two separate difference equations, then \(e_k\) must be calculated from \(y\) at the previous time step as \(y_k\) is not available and this introduces one time-step delay in the \(y\) data path. Swapping the order of equations will result in the same problem for the \(e\) data path. Substituting one equation into the other and rearranging, results in a difference equation with no delay.
Time-step delay in data path

If there is a time-step delay in the feedback path due to the way the difference equation for each block is simulated, then

\[ e_k = \left( u_k - \frac{1}{G} y_{k-1} \right) \]

\[ y = \frac{G}{s \tau} e \]

Applying trapezoidal integration gives:

\[ y_k = y_{k-1} + \frac{\Delta t G}{2 \tau} (e_k + e_{k-1}) \]

\[ = y_{k-1} + \frac{\Delta t G}{2 \tau} \left( u_k - \frac{1}{G} y_{k-1} + u_{k-1} - \frac{1}{G} y_{k-2} \right) \]

\[ = \left( y_{k-1} - \frac{\Delta t}{2 \tau} y_{k-1} - \frac{\Delta t}{2 \tau} y_{k-2} \right) + \frac{\Delta t G}{2 \tau} (u_k + u_{k-1}) \]  

(8.7)

Transforming equation 8.7 into the z-plane yields:

\[ Y \left( 1 - z^{-1} \left( 1 - \frac{\Delta t}{2 \tau} \right) + z^{-2} \frac{\Delta t}{2 \tau} \right) = \frac{\Delta t G}{2 \tau} (1 + z^{-1}) U \]

(8.8)

Rearranging gives:

\[ \frac{Y}{U} = \frac{(\Delta t G/(2 \tau))(1 + z^{-1})}{(1 - z^{-1}(1 - \Delta t/(2 \tau)) + z^{-2} \Delta t/(2 \tau))} \]

\[ = \frac{(\Delta t G/2 \tau) z(z + 1)}{(z^2 - z^1 (1 - \Delta t/(2 \tau)) + \Delta t/(2 \tau))} \]

(8.9)

The roots are given by:

\[ z_1, z_2 = \frac{-b \pm \sqrt{b^2 - 4ac}}{2a} \]

(8.10)

\[ z_1, z_2 = \frac{1}{2} \left[ \left( 1 - \frac{\Delta t}{2 \tau} \right) \pm \sqrt{ \left( 1 - \frac{\Delta t}{2 \tau} \right)^2 - 4 \frac{\Delta t}{2 \tau} } \right] \]

\[ = \frac{1}{2} \left[ \left( 1 - \frac{\Delta t}{2 \tau} \right) \pm \sqrt{ \left( 1 - 3 \frac{\Delta t}{\tau} \right) + \frac{\Delta t^2}{4 \tau^2} } \right] \]

(8.11)

Stability is assured so long as the roots are within the unit circle \(|z| \leq 1\).
No time-step delay in data path
If there is no delay in the feedback path implementation then \( e_k = (u_k - (1/G)y_k) \).

Applying trapezoidal integration gives:

\[
y_k = y_{k-1} + \frac{\Delta t G}{2\tau} (e_k + e_{k-1})
\]

\[
= y_{k-1} + \frac{\Delta t G}{2\tau} \left( u_k - \frac{1}{G}y_k + u_{k-1} - \frac{1}{G}y_{k-1}\right)
\]

\[
= \left( y_{k-1} - \frac{\Delta t}{2\tau} y_k - \frac{\Delta t}{2\tau} y_{k-1}\right) + \frac{\Delta t G}{2\tau} (u_k + u_{k-1})
\]  

(8.12)

Transforming equation 8.12 into the \( z \)-plane yields:

\[
Y \left( \left( 1 + \frac{\Delta t}{2\tau} \right) + z^{-1} \left( \frac{\Delta t}{2\tau} - 1\right) \right) = \frac{\Delta t G}{2\tau} (1 + z^{-1})U
\]  

(8.13)

Rearranging gives:

\[
\frac{Y}{U} = \frac{(\Delta t G/(2\tau))(1 + z^{-1})}{(1 + \Delta t/(2\tau)) + z^{-1}(\Delta t/(2\tau) - 1)}
\]

\[
= \frac{(\Delta t G/(2\tau))(z + 1)}{z(1 + \Delta t/(2\tau)) + (\Delta t/(2\tau) - 1)}
\]

(8.14)

The pole (root of characteristic equation) is:

\[
z = \frac{(1 - \Delta t/(2\tau))}{(1 + \Delta t/(2\tau))}
\]  

(8.15)

Note that \(|z_{\text{pole}}| \leq 1 \) for all \( \Delta t/2\tau > 0 \), therefore this method is always stable. However this does not mean that numerical oscillations will not occur due to errors in the trapezoidal integration.

Root-matching technique
Applying the root-matching technique to this control system (represented mathematically by equation 8.1) gives the difference equation:

\[
\frac{Y(z)}{U(z)} = \frac{G(1 - e^{-\Delta t/\tau})}{(1 - z^{-1}e^{-\Delta t/\tau})}
\]  

(8.16)

hence multiplying both side of equation 8.16 by \( U(z)(1 - z^{-1}e^{-\Delta t/\tau}) \)

\[
Y(z) = e^{-\Delta t/\tau} z^{-1} Y(z) + G(1 - e^{-\Delta t/\tau}) U(z)
\]  

(8.17)

Transforming to the time domain yields the difference equation:

\[
y_k = e^{-\Delta t/\tau} y_{k-1} + G \left( 1 - e^{-\Delta t/\tau}\right) u_k
\]

(8.18)
The pole in the $z$-plane is:

$$z_{\text{pole}} = e^{-\Delta t/\tau}$$  \hfill (8.19)

Note that $|z_{\text{pole}}| \leq 1$ for all $e^{-\Delta t/\tau} \leq 1$ hence for all $\Delta t/\tau \geq 0$.

**Numerical illustration**

The first-order lag system of Figure 8.3 is analysed using the three difference equations developed previously, i.e. the trapezoidal rule with no feedback (data path) delay, the trapezoidal rule with data path delay and the exponential form using the root-matching technique. The step response is considered using three different time-steps, $\Delta t = \tau/10$, $\tau$, $10\tau$ ($\tau = 50\,\mu s$) and the corresponding results are shown in Figures 8.4–8.6.

When $\Delta t/\tau = 1/10$ the poles for trapezoidal integration with delay in the data path are obtained by solving equation 8.11; these are:

$$z_1, z_2 = \frac{19}{20} \pm \sqrt{\left(\frac{19}{20}\right)^2 - \frac{19}{20}} = 0.0559 \text{ and } 0.8941$$

Since two real roots exist ($z_1 = 0.0559$ and $z_2 = 0.894$) and both are smaller than one, the resulting difference equation is stable. This can clearly be seen in Figure 8.4, which also shows that the exponential form (pole = 0.9048) and the trapezoidal rule (pole = 0.9048) with no data path delay are indistinguishable, while the error introduced by the trapezoidal rule with data path delay is noticeable.

![Figure 8.4 Simulation results for a time step of 5 $\mu$s](image-url)
Figure 8.5  Simulation results for a time step of 50 μs

Figure 8.6  Simulation results for a time step of 500 μs
The poles when $\Delta t/\tau = 1$ are given by:

$$z_1, z_2 = \frac{1}{2} \left( \frac{1}{2} \pm \sqrt{\left( \frac{1}{2} \right)^2 - 4 \frac{1}{2}} \right) = 0.25 \pm j0.6614$$

Hence a pair of complex conjugate roots result ($z_1, z_2 = 0.25 \pm j0.6614$). They lie inside the unit circle ($|z_1| = |z_2| = 0.7071 < 1$) which indicates stability. Figure 8.5 shows that, although considerable overshoot has been introduced by the time-step delay in the data path, this error dies down in approximately 20 time steps and the difference equations are stable. A slight difference can be seen between the trapezoidal integrator with no data delay (pole = 0.3333) and the exponential form (pole = 0.3679).

Finally when $\Delta t/\tau = 10$ the poles for the trapezoidal rule with time delay in the feedback path are:

$$z_1, z_2 = \frac{-4}{2} \pm \sqrt{\frac{((-4)^2 - 4 \times 5)}{2}} = -2.0 \pm j1.0$$

hence two complex poles exist, however they lie outside the unit circle in the $z$-plane and therefore the system of difference equations is unstable. This is shown in the simulation results in Figure 8.6.

The poles for the trapezoidal method with no time delay and exponential form are $-0.6667$ and $4.5400e-005$ respectively. As predicted by equation 8.15, the difference equation with no data path delay is always stable but close examination of an expanded view (displayed in Figure 8.6) shows a numerical oscillation in this case. Moreover, this numerical oscillation will increase with the step length. Figure 8.6 also shows the theoretical curve and exponential form of the difference equation. The latter gives the exact answer at every point it is evaluated. The exponential form has been derived for the overall transfer function (i.e. without time delays in the data paths).

If a modular building block approach is adopted, the exponential form of difference equation can be applied to the various blocks, and the system of difference equations is solved in the same way as for the trapezoidal integrator. However, errors due to data path delays will occur. This detrimental effect results from using a modular approach to controller representation.

This example has illustrated the use of the $z$-domain in analysing the difference equations and data path delays and shown that with $z$-domain analysis instabilities can be accurately predicted. Modelling the complete controller transfer function is preferable to a modular building block approach, as it avoids the data path delays and inherent error associated with it, which can lead to instabilities. However the error introduced by the trapezoidal integrator still exists and the best solution is to use instead the exponential form of difference equation derived from root-matching techniques.

As well as control blocks, switches and latches, the PSCAD/EMTDC CSMF library contains an on-line Fourier component that is used to derive the frequency components of signals. It uses a Discrete Fourier Transform rather than an FFT. This
Figure 8.7 Simple bipolar PWM inverter

Figure 8.8 Simple bipolar PWM inverter with interpolated turn ON and OFF
enables a recursive formulation to be used, which is very efficient computationally, especially when a small number of frequency components are required (the maximum limit is 31 for the on-line Fourier component).

Figure 8.7 displays a simple bipolar inverter, where the valve is turned on at the first time point after the crossover of the triangular and control signals. To take advantage of interpolated switching the interpolated firing pulses block is used as shown in Figure 8.8.

### 8.4 Modelling of protective systems

A protective system consists of three main components, i.e. transducers, relays and circuit breakers, all of which require adequate representation in electromagnetic transients programs.

The modelling of the relays is at present the least advanced, due to insufficient design information from manufacturers. This is particularly a problem in the case of modern microprocessor-based relays, because a full description of the software involved would give the design secrets away! Manufacturers’ manuals contain mostly relay behaviour in the form of operating characteristics in terms of phasor parameters. Such information, however, is not sufficient to model the relay behaviour under transient conditions. PSCAD/EMTDC does allow manufacturers to provide binary library files of their custom models which can be used as a ‘black-box’, thus keeping their design secret.

Even if all the design details were available, it would be an extremely complex exercise to model all the electronic, electromechanical and software components of the relay. A more practical approach is to develop models that match the behaviour of the actual relays under specified operating conditions.

A practical way of developing suitable models is by means of comprehensive validation, via physical testing of the actual relays and their intended models. The Real-Time Playback (RTP) system or Real-Time Digital Simulator (RTDS), described in Chapter 13, provide the ideal tools for that purpose. The RTDS performs electromagnetic transient simulation to provide the fault current and voltage waveforms in digital form. These are converted to analogue signals by means of A/D converters and then amplified to the appropriate levels required by the relay.

Recognising the importance of relay modelling, a Working Group of the IEEE Power System Relaying Committee has recently published a paper reviewing the present state of the art in relay modelling and recommending guidelines for further work [7].

#### 8.4.1 Transducers

The performance of high-speed protection is closely related to the response of the instrumentation transformers to the transient generated by the power system. Therefore, to be effective, electromagnetic transient programs require adequate modelling of the current transformers, magnetic voltage transformers and capacitor voltage transformers. A Working Group (WG C-5) of the Systems Protection Subcommittee
of the IEEE Power System Relaying Committee has recently published [8] a comprehensive report on the physical elements of instrumentation transformers that are important to the modelling of electromagnetic transients. The report contains valuable information on the mathematical modelling of magnetic core transducers with specific details of their implementation in all the main electromagnetic transient packages. More detailed references on the specific models being discussed are [9]–[16].

CT modelling
The transient performance of current transformers (CTs) is influenced by various factors, especially the exponential decaying d.c. component of the primary current following a disturbance. This component affects the build-up of the core flux causing saturation which will introduce errors in the magnitude and phase angle of the generated signals. The core flux consists of an alternating and a unidirectional component corresponding to the a.c. and d.c. content of the primary current. Also a high level of remanence flux may be left in the core after the fault has been cleared. This flux may either aid or oppose the build-up of core flux and could contribute to CT saturation during subsequent faults, such as high-speed autoreclosing into a permanent fault, depending on the relative polarities of the primary d.c. component and the remanent flux. Moreover, after primary fault interruption, the CT can still produce a decaying d.c. current due to the magnetic energy.

The EMTP and ATP programs contain two classes of non-linear models: one of them explicitly defines the non-linearity as the full \( \psi = f(i) \) function, whereas the other defines it as a piecewise linear approximation. These programs support two additional routines. One converts the r.m.s. \( v-i \) saturation curve data into peak \( \psi-i \) and the second adds representation of the hysteresis loop to the model.

In the EMTDC program the magnetising branch of the CT is represented as a non-linear inductor in parallel with a non-linear resistor. This combination, shown in the CT equivalent circuit of Figure 8.9, produces a smooth continuous \( B-H \) loop representation similar to that of EMTP/ATP models. Moreover, as the model uses the piecewise representation, to avoid re-evaluation of the overall system conduction matrix at any time when the solution calls for a change from one section to the next, the non-linearity of both the inductive and resistive parallel branches are combined into a voltage/current relationship. These voltage and current components cannot

![Figure 8.9 Detailed model of a current transformer](image-url)
be calculated independently of each other, and an exact solution would require an iterative solution. However, various techniques have been suggested to reduce the simulation time in this respect [9].

Other important CT alternatives described by the Working Group document are the Seetee [15] and the Jiles–Atherton [13] models. All these models have been tested in the laboratory and shown to produce reasonable and practically identical results. An example of the comparison between the EMTP simulation and laboratory data is shown in Figure 8.10. These results must be interpreted with caution when trying to duplicate them, because there is no information on the level of CT remanence, if any, present in the laboratory tests.

**CVT modelling**

In the CVT the voltage transformation is achieved by a combination of a capacitive divider, which achieves the main step-down in voltage, and a small wound voltage
transformer. A detailed model equivalent of the CVT is shown in Figure 8.11. A compensating reactor (normally placed on the primary side of the voltage transformer) is used to minimise the equivalent source impedance at the fundamental frequency by tuning it to the capacitance of the $C_1//C_2$ combination; this reduces the fundamental frequency voltage drop, which can otherwise cause a large error when the burden is an electromechanical relay which draws a relatively high current. Figure 8.11 also shows a ferroresonance suppression circuit to protect against a possible resonance between the capacitors and a particular value of the combined inductance of the tuning non-linear reactor and the magnetising inductance of the transformer. The incorporation of winding capacitances $C_t$ and $C_{ps}$ increases the frequency range of the model (these are not needed when the frequency range of interest is below about 500 Hz). Although not shown in the figure, the CVT may contain spark gaps, saturating inductors or metal oxide varistors across the compensating inductor or ferroresonance suppression circuit and their operation during possible resonant conditions must be represented in the model.

**VT modelling**

The modelling of magnetic voltage transformers is similar to that of other instrumentation transformers. However, the large inductance of the primary winding and the importance of heavy saturation and hysteresis loop require special attention.

### 8.4.2 Electromechanical relays

The constituent parts of electromechanical relays, i.e. electrical, mechanical and magnetic, can be separated when developing a mathematical model. Figure 8.12 shows a diagram of the components of a model suitable for EMTP simulation [17], [18]. The relay burden is represented as a function of frequency and magnitude of the input current and includes the saturation non-linearities; this part is easily represented by the electrical circuit components of the EMTP method. The mechanical and magnetic parts involve mass, spring and dashpot functions all of which are available in the TACS section of the EMTP programs.
Figure 8.12 Diagram of relay model showing the combination of electrical, magnetic and mechanical parts

An alternative approach is to represent the dynamic behaviour of the relay by a differential equation [19] of the form:

\[ F = a \ddot{x} + b \dot{x} + cx \]  \hspace{1cm} (8.20)

where

- \( F \) is the difference between the applied and restrain forces
- \( x \) is the distance travelled by the relay moving contact
- \( a, b, c \) are empirically derived constants.

When the distance \( x \) is equal to the contact separation the relay operates.

8.4.3 Electronic relays

Electronic relays consist purely of static components, such as transistors, gates, flip-flops, comparators, counters, level detectors, integrators, etc. and are considerably more complex to model than electromechanical relays.

However, the TACS section of the EMTP can be used to represent all these components; simple FORTRAN statements used for logical operations can also be modelled in TACS. A brief prefault simulation (say one or two cycles) is needed prior to transient initialisation.

A detailed description of two specific distance protection relays is given in references [20], [21].

8.4.4 Microprocessor-based relays

Digital relays normally use conventional distance measuring principles, such as the phasor-based mho-circle. The required voltages and currents have to be sampled at discrete points and the resulting information is used to derive their phase values. The main components required to extract the fundamental frequency information are an anti-aliasing input filter, an ADC (analogue to digital convertor) and a Fourier detector as shown in the diagram of Figure 8.13.
Figure 8.13 Main components of digital relay

The complete model would involve obtaining the circuit diagram and using the EMTP method to represent all the individual components, i.e. resistors, capacitors, inductors and operational amplifiers. A more practical alternative is to obtain the characteristics of the input filter, with the number of stages and signal level loss, etc. With this information a reasonable model can be produced using the "s"-plane in the TACS section of the EMTP program.

8.4.5 Circuit breakers

The simulation of transient phenomena caused, or affected, by circuit-breaker operations involves two related issues. One is the representation of the non-linear characteristics of the breaker, and the other the accurate placement of the switching instants.

The electrical behaviour of the arc has been represented with different levels of complexity, depending on the phenomena under investigation. In the simplest case the circuit breaker is modelled as an ideal switch that operates when the current changes sign (i.e. at the zero crossing); no attempt is made to represent the arc/system interaction.

A more realistic approach is to model the arc as a time-varying resistance, the prediction of which is based on the circuit-breaker characteristic, i.e. the effect of the system on the arc must be pre-specified.

In the most accurate models the arc resistance dynamic variation is derived from a differential or integral equation, e.g.

\[ F = \int_{t_1}^{t_2} (v(t) - v_0(t))^k \, dt \]  \hspace{1cm} (8.21)
where \( v_0 \) and \( k \) are constants, and \( t_2 \) is the instant corresponding to voltage breakdown, which occurs when the value of \( F \) reaches a user-defined value.

In the BPA version the voltage–time characteristic is simulated by an auxiliary switch in which the breakdown is controlled by a firing signal received from the TACS part of the EMTP.

The above considerations refer to circuit breaking. The modelling requirements are different for the circuit-making action. In the latter case the main factor affecting the transient overvoltage peak is the closing instant. Since that instant (which is different in each phase) is not normally controllable, transient programs tend to use statistical distributions of the switching overvoltages.

Considering the infrequent occurrence of power system faults, the switchings that follow protection action add little overhead to the EMTP simulation process.

### 8.4.6 Surge arresters

Power system protection also includes insulation coordination, mostly carried out by means of surge arresters [22].

Most arresters in present use are of the silicon carbide and metal oxide types. The former type uses a silicon carbide resistor in series with a spark gap. When the overvoltage exceeds the spark-over level (Figure 8.14) the spark gap connects the arrester to the network; the resistor, which has a non-linear voltage/current characteristic (such as shown in Figure 8.15) then limits the current through the arrester.

![Figure 8.14 Voltage–time characteristic of a gap](image-url)
In the EMTP the silicon carbide arrester is modelled as a non-linear resistance in series with a gap (of constant spark-over voltage). In practice the spark-over voltage is dependent on the steepness of the income voltage waveshape; this is difficult to implement, given the irregular shape of the surges.

The non-linear resistance in series with the gap can be solved either by compensation techniques [22] or via piecewise linear models.

Metal oxide surge arresters contain highly non-linear resistances, with practically infinite slope in the normal voltage region and an almost horizontal slope in the protected region. Such characteristics, shown typically in Figure 8.16, are not amenable to a piecewise linear representation. Therefore in the EMTP programs metal oxide arresters are usually solved using the compensation method.

Interpolation is important in modelling arresters to determine the time point where the characteristic of the arrester changes. The energy calculation in the EMTDC program is interpolated to ensure a realistic result. Special care is needed in the low-current region when carrying out trapped charge studies.

Metal oxide arresters are frequency-dependent devices (i.e. the voltage across the arrester is a function of both the rate of rise and the magnitude of the current) and therefore the model must be consistent with the frequency or time-to-crest of the voltage and current expected from the disturbance. Figure 8.17 shows the frequency-dependent model of the metal oxide arrester proposed by the IEEE [22]. In the absence of a frequency-dependent model the use of simple non-linear \( V-I \) characteristics, derived from test data with appropriate time-to-crest waveforms, is adequate.

\[ V_{\text{sparkover}} = 610 \text{kV} \]

![Figure 8.15 Voltage–time characteristic of silicon carbide arrester](image_url)
8.5 Summary

The control equations are solved separately from the power system equations though still using the EMTP philosophy, thereby maintaining the symmetry of the conductance matrix. The main facilities developed to segment the control, as well as devices or phenomena which cannot be directly modelled by the basic network components, are TACS and MODELS (in the original EMTP package) and a CMSF library (in the PSCAD/EMTDC package).

The separate solution of control and power system introduces a time-step delay, however with the sample and hold used in digital control this is becoming less of an issue. Modern digital controls, with multiple time steps, are more the norm and can be adequately represented in EMT programs.
The use of a modular approach to build up a control system, although it gives greater flexibility, introduces time-step delays in data paths, which can have a detrimental effect on the simulation results. The use of the $z$-domain for analysing the difference equations either generated using NIS, with and without time-step delay, or the root-matching technique, has been demonstrated.

Interpolation is important for modelling controls as well as for the non-linear surge arrester, if numerical errors and possible instabilities are to be avoided.

A description of the present state of protective system implementation has been given, indicating the difficulty of modelling individual devices in detail. Instead, the emphasis is on the use of real-time digital simulators interfaced with the actual protection hardware via digital-to-analogue conversion.

8.6 References

9.1 Introduction

The computer implementation of power electronic devices in electromagnetic transient programs has taken much of the development effort in recent years, aiming at preserving the elegance and efficiency of the EMTP algorithm. The main feature that characterises power electronic devices is the use of frequent periodic switching of the power components under their control.

The incorporation of power electronics in EMT simulation is discussed in this chapter with reference to the EMTDC version but appropriate references are made, as required, to other EMTP-based algorithms. This is partly due to the fact that the EMTDC program was specifically developed for the simulation of HVDC transmission and partly to the authors’ involvement in the development of some of its recent components. A concise description of the PSCAD/EMTDC program structure is given in Appendix A.

This chapter also describes the state variable implementation of a.c.–d.c. converters and systems, which offers some advantages over the EMTP solution, as well as a hybrid algorithm involving both the state variable and EMTP methods.

9.2 Valve representation in EMTDC

In a complex power electronic system, such as HVDC transmission, valves consist of one or more series strings of thyristors. Each thyristor is equipped with a resistor–capacitor damping or snubber circuit. One or more $di/dt$ limiting inductors are included in series with the thyristors and their snubber circuits. It is assumed that for most simulation purposes, one equivalent thyristor, snubber circuit and $di/dt$ limiting inductor will suffice for a valve model. The $di/dt$ limiting inductor can usually be neglected when attempting transient time domain simulations up to about 1.5–2.0 kHz frequency response. In version 3 of the EMTDC program the snubber is kept as a separate branch to allow chatter removal to be effective.
EMTDC V2 utilised the fact that network branches of inductors and capacitors are represented as resistors with an associated current source, which allowed a valve in a converter bridge to be represented by the Norton equivalent of Figure 9.1.

With the valve blocked (not conducting), the equivalent resistor $R_v$ is just derived from the snubber circuit. With the $di/dt$ limiting inductor ignored, then from reference [1] this becomes:

$$R_v = R_d + \frac{\Delta t}{2C_d} \quad (9.1)$$

where

- $\Delta t =$ time-step length
- $R_d =$ snubber resistance
- $C_d =$ snubber capacitance

With the valve de-blocked and conducting in the forward direction, the equivalent resistor $R_v$ is changed to a low value, e.g. $R_v = 1 \ \Omega$. The equivalent current source $i_{km}(t - \Delta t)$ shown in Figure 9.1 between nodes $k$ and $m$ is determined by first defining the ratio $Y$ as:

$$Y = \frac{\Delta t / (2C_d)}{R_d + \Delta t / (2C_d)} \quad (9.2)$$

From equations 4.11 and 4.13 of Chapter 4.

$$i_{km}(t) = \frac{(e_k(t) - e_m(t))}{R_d + \Delta t / (2C_d)} + I_{km}(t - \Delta t) \quad (9.3)$$

then

$$I_{km}(t - \Delta t) = -Y \left[ i_{km}(t - \Delta t) + 2C_d \frac{(e_j(t - \Delta t) - e_m(t - \Delta t))}{\Delta t} \right] \quad (9.4)$$
where

\[ e_j(t - \Delta t) = e_k(t - \Delta t) - R_d i_{km}(t - \Delta t) \] (9.5)

For greater accuracy the above model can be extended to include the \( di/dt \) limiting inductor into the equivalent resistor and current source.

### 9.3 Placement and location of switching instants

The efficiency and elegance of the EMTP method relies on the use of a constant integration step. This increases the complexity of the model in the presence of frequently switching components, such as HVDC converters. The basic EMTP-type algorithm requires modification in order to accurately and efficiently model the switching actions associated with HVDC, thyristors, FACTS devices, or any other piecewise linear circuit. The simplest approach is to simulate normally until a switching is detected and then update the system topology and/or conductance matrix. The system conductance matrix must be reformed and triangulated after each change in conduction state. This increases the computational requirements of the simulation in proportion to the number of switching actions (so as to keep the conductance matrix constant to avoid retriangulation). Nevertheless, for HVDC and most FACTS applications, the switching rate is only several kHz, so that the overall simulation is still fast.

The CIGRE test system (see Appendix D) used as an example here is representative, since larger systems are likely to be broken into several subsystems, so that the ratio of switchings to system size are likely to be small. This system has been simulated (using EMTDC V2) with all the valves blocked to assess the processing overheads associated with the triangulation of the conductance matrix. The results, presented in Table 9.1, indicate that in this case the overheads are modest.

The reason for the small difference in computation time is the ordering of the system nodes. Nodes involving frequently switched elements (such as thyristors, IGBTs, etc.) are ordered last. However in version 2 of the EMTDC program infrequently switching branches (such as fault branches and CBs) are also included in the submatrix that is retriangulated. This increases the processing at every switching even though they switch infrequently.

**Table 9.1 Overheads associated with repeated conductance matrix refactorisation**

<table>
<thead>
<tr>
<th>Time step</th>
<th>Number of refactorisations</th>
<th>Simulation time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unblocked</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 μs</td>
<td>2570</td>
<td>4 min 41 s</td>
</tr>
<tr>
<td>50 μs</td>
<td>2480</td>
<td>1 min 21 s</td>
</tr>
<tr>
<td>Blocked</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 μs</td>
<td>1</td>
<td>4 min 24 s</td>
</tr>
<tr>
<td>50 μs</td>
<td>1</td>
<td>1 min 9 s</td>
</tr>
</tbody>
</table>
In virtually all cases switching action, or other point discontinuities, will not fall exactly on a time point, thus causing a substantial error in the simulation.

Data is stored on a subsystem basis in EMTDC and in a non-sparse format (i.e. zero elements are stored). However, in the integer arrays that are used for the calculations only the addresses of the non-zero elements are stored, i.e. no calculations are performed on the zero elements. Although keeping the storage sequential is not memory efficient, it may have performance advantages, since data transfer can be streamed more efficiently by the FORTRAN compiler than the pseudo-random allocation of elements of a sparse matrix in vectors. The column significant storage in FORTRAN (the opposite of C or C++) results in faster column indexing and this is utilized wherever possible.

Subsystem splitting reduces the amount of storage required, as only each block in the block diagonal conductance matrix is stored. For example the conductance matrix is stored in \( GDC(n, n, s) \), where \( n \) is the maximum number of nodes per subsystem and \( s \) the number of subsystems. If a circuit contains a total of approximately 10,000 nodes split over five subsystems then the memory storage is \( 2 \times 10^6 \), compared to \( 100 \times 10^6 \) without subsystem splitting. Another advantage of the subsystems approach is the performance gains achieved during interpolation and switching operations. These operations are performed only on one subsystem, instead of having to interpolate or switch the entire system of equations.

Depending on the number of nodes, the optimal order uses either Tinney’s level II or III [2]. If the number of nodes is less that 500 then level III is used to produce faster running code, however, level II is used for larger systems as the optimal ordering would take too long. The *.map file created by PSCAD gives information on the mapping of local node numbers to optimally ordered nodes in a subsystem.

As previously mentioned, nodes connected to frequently switching components are placed at the bottom of the conductance matrix. When a branch is switched, the smallest node number to which the component is connected is determined and the conductance matrix is retriangularised from that node on. The optimal ordering is performed in two stages, first for the nodes which are not connected to frequently switching branches and then for the remaining nodes, i.e. those that have frequently switching branches connected.

### 9.4 Spikes and numerical oscillations (chatter)

The use of a constant step length presents some problems when modelling switching elements. If a switching occurs in between the time points it can only be represented at the next time-step point. This results in firing errors when turning the valves ON and OFF. Two problems can occur under such condition, i.e. spikes and numerical oscillations (or chatter). Voltage spikes, high \( Ldi/dt \), in inductive circuits can occur due to current chopping (numerically this takes place when setting a non-zero current to zero).

Numerical oscillations are initiated by a disturbance of some kind and result in \( v(t) \) or \( i(t) \) oscillating around the true solution.
Voltage chatter is triggered by disturbances in circuits with nodes having only inductive and current sources connected. Similarly, current chatter occurs in circuits with loops of capacitors and voltage sources. This is a similar problem to that of using dependent state variables in the state variable analysis discussed in Chapter 3. Chatter is not only caused by current interruption (in an inductor) at a non-zero point; it also occurs even if the current zero in inductive circuits falls exactly on a time-point, due to the errors associated with the trapezoidal rule.

This effect is illustrated in Figure 9.2 where the current in a diode has reduced to zero between \( t \) and \( t + \Delta t \). Because of the fixed time step the impedance of the device can only be modified (diode turns off) at \( t + \Delta t \). The new conductance matrix can then be used to step from \( t + \Delta t \) to \( t + 2\Delta t \). Using small time steps reduces the error, as the switching occurs closer to the true turn-off. Therefore dividing the step into submultiples on detection of a discontinuity is a possible method of reducing this problem [3].

To illustrate that voltage chatter occurs even if the switching takes place exactly at the current zero, consider the current in a diode-fed \( RL \). The differential equation for the inductor is:

\[
 v_L(t) = L \frac{di(t)}{dt} \tag{9.6}
\]

Rearranging and applying the trapezoidal rule gives:

\[
i(t + \Delta t) = i(t) + \frac{1}{2L} (v_L(t + \Delta t) + v_L(t)) \tag{9.7}
\]

If the diode is turned off when the current is zero then stepping from \( t + \Delta t \) to \( t + 2\Delta t \) gives:

\[
 \frac{1}{2L} (v_L(t + 2\Delta t) + v_L(t + \Delta t)) = 0 \tag{9.8}
\]

i.e.

\[
v_L(t + 2\Delta t) = -v_L(t + \Delta t)
\]
Figure 9.3 Illustration of numerical chatter

Hence there will be a sustained oscillation in voltage, as depicted in Figure 9.3. The damping of these oscillations is sensitive to the OFF resistance of the switch. A complete simulation of this effect is shown in Figure 9.4, for a diode-fed \( RL \) load with switch ON and OFF resistances of \( 10^{-10} \ \Omega \) and \( 10^{10} \ \Omega \) respectively. The FORTRAN and MATLAB code used in this example are given in Appendices H.3 and F.2 respectively.

9.4.1 Interpolation and chatter removal

The circuit of Figure 9.5 shows the simplest form of forced commutation. When the gate turn-OFF thyristor (GTO) turns OFF, the current from the source will go to zero. The current in the inductor cannot change instantaneously, however, so a negative voltage (due to \( L \frac{di}{dt} \)) is generated which results in the free-wheeling diode turning on immediately and maintaining the current in the inductor. With fixed time step programs however, the diode will not turn on until the end of the time step, and therefore the current in the inductor is reduced to zero, producing a large voltage spike (of one time step duration). The EMTDC program uses interpolation, so that
**Figure 9.4** Numerical chatter in a diode-fed RL load \((R_{\text{ON}} = 10^{-10}, R_{\text{OFF}} = 10^{10})\)

**Figure 9.5** Forced commutation benchmark system
the diode turns ON at exactly zero voltage, not at the end of the time step. The result is that the inductor current continues to flow in the diode without interruption.

With the techniques described so far the switching and integration are effectively one step. The solution is interpolated to the point of discontinuity, the conductance matrix modified to reflect the switching and an integration step taken. This causes a fictitious power loss in forced turn-OFF devices due to the current and voltage being non-zero simultaneously [4], as illustrated in Figure 9.6. A new instantaneous solution interpolation method is now used in the PSCAD/EMTDC program (V3.07 and above) which separates the switching and integration steps, as illustrated in Figure 9.7. The node voltages, branch currents and history terms are linearly interpolated back to the switching instant giving the state at $t_{z-}$ immediately before switching. The conductance matrix is changed to reflect the switching and $[G]V = I$ solved at $t_{z+}$ again.
for the instant immediately after switching. From this point the normal integration step proceeds. Essentially there are two solutions at every point in which switching is performed, however these solution points are not written out. Moreover the solution can be interpolated numerous times in the same time step to accommodate the multiple switchings that may occur in the same time step. If a non-linear surge arrester changes state between \( t_{z-} \) and \( t_{z+} \) then the solution is interpolated to the discontinuity of the non-linear device, say \( t_{z-+} \). The non-linear device characteristics are changed and then a new \( t_{z+} \) solution obtained, giving three solutions all at time \( t_z \).

Ideally what should be kept constant from \( t_{z-} \) to \( t_{z+} \) are the inductor current and capacitor voltage. However, this would require changing the conductance matrix. Instead, the present scheme keeps the current source associated with inductors and capacitors constant, as the error associated with this method is very small.

Early techniques for overcoming these numerical problems was the insertion of additional damping, either in the form of external fictitious resistors (or snubber networks) or by the integration rule itself. The former is often justified by the argument that in reality the components are not ideal.

The alternative is to use a different integration rule at points of discontinuity. The most widely used technique is critical damping adjustment (CDA), in which the integration method is changed to the backward Euler for two time steps (of \( \Delta t/2 \)) after the discontinuity. By using a step size of \( \Delta t/2 \) with the backward Euler the conductance matrix is the same as for the trapezoidal rule [5], [6]. The difference equations for the inductor and capacitor become:

\[
i_L(tz + \frac{\Delta t}{2}) = \frac{\Delta t}{2L} v_L(tz + \frac{\Delta t}{2}) + i_L(tz-)
\]

\[
v_C(tz + \frac{\Delta t}{2}) = \frac{2C}{\Delta t} v_C(tz + \frac{\Delta t}{2}) - \frac{2C}{\Delta t} v_C(tz-)
\]

(9.9)

This approach is used in the NETOMAC program [7], [8]. With reference to Figure 9.8 below the zero-crossing instant is determined by linear interpolation. All the variables (including the history terms) are interpolated back to point \( tz \). Distinguishing between the instants immediately before \( t_{z-} \) and immediately after \( t_{z-} \) switching, the inductive current and capacitor voltages must be continuous across \( t_{z-} \). However, as illustrated in Figure 9.9, the inductor voltage or capacitor current will exhibit jumps. In general the history terms are discontinuous across time. Interpolation is used to find the voltages and currents as well as the associated history terms. Strictly speaking two time points should be generated for time \( tz \) one immediately before switching, which is achieved by this interpolation step, and one immediately after to catch correctly this jump in voltage and/or current. However, unlike state variable analysis, this is not performed here. With these values the step is made from \( tz \) to \( tz + \Delta t/2 \) using the backward Euler rule. The advantage of using the backward Euler integration step is that inductor voltages or capacitor currents at \( t_{z+} \) are not needed. NETOMAC then uses the calculated inductor voltages or capacitor currents calculated with the half
step as the values at $t_{Z+}$ i.e.

$$v_L(t_{Z+}) = v_L \left( t_Z + \frac{\Delta t}{2} \right)$$

$$i_C(t_{Z+}) = i_C \left( t_Z + \frac{\Delta t}{2} \right)$$

Using these values at time point $t_{Z+}$, the history terms for a normal full step can be calculated by the trapezoidal rule, and a step taken. This procedure results in a shifted time grid (i.e. the time points are not equally spaced) as illustrated in Figure 9.8.

PSCAD/EMTDC also interpolates back to the zero crossing, but then takes a full time step using the trapezoidal rule. It then interpolates back on to $t + \Delta t$ so as to
keep the same time grid, as the post-processing programs expect equally spaced time points. This method is illustrated in Figure 9.10 and is known as double interpolation because it uses two interpolation steps.

Interpolation has been discussed so far as a method of removing spikes due, for example, to inductor current chopping. PSCAD/EMTDC also uses interpolation to remove numerical chatter. Chatter manifests itself as a symmetrical oscillation around the true solution; therefore, interpolating back half a time step will give the correct result and simulation can proceed from this point. Voltage across inductors and current in capacitors both exhibit numerical chatter. Figure 9.11 illustrates a case where the inductor current becoming zero coincides with a time point (i.e. there is no current chopping in the inductive circuit). Step 1 is a normal step and step 2 is a half time step interpolation to the true solution for $v(t)$. Step 3 is a normal step and Step 4 is another half time step interpolation to get back on to the same time grid.

The two interpolation procedures, to find the switching instant and chatter removal, are combined into one, as shown in Figure 9.12; this allows the connection of any number of switching devices in any configuration. If the zero crossing occurs in the second half of the time step (not shown in the figure) this procedure has to be slightly modified. A double interpolation is first performed to return on to the regular time grid (at $t + \Delta t$) and then a half time step interpolation performed after the next time step (to $t + 2\Delta t$) is taken. The extra solution points are kept internal to EMTDC (not written out) so that only equal spaced data points are in the output file.

PSCAD/EMTDC invokes the chatter removal algorithm immediately whenever there is a switching operation. Moreover the chatter removal detection looks for oscillation in the slope of the voltages and currents for three time steps and, if detected, implements a half time-step interpolation. This detection is needed, as chatter can be
initiated by step changes in current injection or voltage sources in addition to switching actions.

The use of interpolation to backtrack to a point of discontinuity has also been adopted in the MicroTran version of EMTP [9]. MicroTran performs two half time steps forward of the backward Euler rule from the point of discontinuity to properly initialise the history terms of all components.

The ability to write a FORTRAN dynamic file gives the PSCAD/EMTDC user great flexibility and power, however these files are written assuming that they are called at every time step. To maintain compatibility this means that the sources must be interpolated and extrapolated for half time step points, which can produce significant errors if the sources are changing abruptly. Figure 9.13 illustrates this problem with a step input.

Step 1 is a normal step from \( t + \Delta t \) to \( t + 2\Delta t \), where the user-defined dynamic file is called to update source values at \( t + 2\Delta t \).

Step 2, a half-step interpolation, is performed by the chatter removal algorithm. As the user-defined dynamic file is called only at increments the source value at \( t + \Delta t/2 \) has to be interpolated.

Step 3 is a normal time step (from \( t + \Delta t/2 \) to \( t + 3\Delta t/2 \)) using the trapezoidal rule. This requires the source values at \( t + 3\Delta t/2 \), which is obtained by extrapolation from the known values at \( t + \Delta t \) to \( t + 2\Delta t \).

Step 4 is another half time step interpolation to get back to \( t + 2\Delta t \).
The purpose of the methods used so far is to overcome the problem associated with the numerical error in the trapezoidal rule (or any integration rule for that matter). A better approach is to replace numerical integrator substitution by root-matching modelling techniques. As shown in Chapter 5, the root-matching technique does not exhibit chatter, and so a removal process is not required for these components. Root-matching is always numerically stable and is more efficient numerically than trapezoidal integration. Root-matching can only be formulated with branches containing
two or more elements (i.e. $RL$, $RC$, $RLC$, $LC$, ... ) but these branches can be intermixed in the same solution with branches solved with other integration techniques.

9.5 HVDC converters

PSCAD/EMTDC provides as a single component a six-pulse valve group, shown in Figure 9.14(a), with its associate PLO (Phase Locked Oscillator) firing control and sequencing logic. Each valve is modelled as an off/on resistance, with forward voltage drop and parallel snubber, as shown in Figure 9.14(b). The combination of on-resistance and forward-voltage drop can be viewed as a two-piece linear approximation to the conduction characteristic. The interpolated switching scheme, described in section 9.4.1 (Figure 9.10), is used for each valve.

The LDU factorisation scheme used in EMTDC is optimised for the type of conductance matrix found in power systems in the presence of frequently switched elements. The block diagonal structure of the conductance matrix, caused by a travelling-wave transmission line and cable models, is exploited by processing each associated subsystem separately and sequentially. Within each subsystem, nodes to which frequently switched elements are attached are ordered last, so that the matrix refactorisation after switching need only proceed from the switched node to the end. Nodes involving circuit breakers and faults are not ordered last, however, since they
switch only once or twice in the course of a simulation. This means that the matrix refactorisation time is affected mainly by the total number of switched elements in a subsystem, and not by the total size of the subsystem. A further speed improvement, and reduction in algorithmic complexity, are achieved by storing the conductance matrix for each subsystem in full form, including the zero elements. This avoids the need for indirect indexing of the conductance matrix elements by means of pointers.

Although the user has the option of building up a valve group from individual thyristor components, the use of the complete valve group including sequencing and firing control logic is a better proposition.

The firing controller implemented is of the phase-vector type, shown in Figure 9.15, which employs trigonometric identities to operate on an error signal following the phase of the positive sequence component of the commutating voltage. The output of the PLO is a ramp, phase shifted to account for the transformer phase.
shift. A firing occurs for valve 1 when the ramp intersects the instantaneous value of the alpha order from the link controller. Ramps for the other five valves are obtained by adding increments of 60 degrees to the valve 1 ramp. This process is illustrated in Figure 9.16.

As for the six-pulse valve group, where the user has the option of constructing it from discrete component models, HVDC link controls can be modelled by synthesis from simple control blocks or from specific HVDC control blocks. The d.c. link controls provided are a gamma or extinction angle control and current control with voltage-dependent current limits. Power control must be implemented from general-purpose control blocks. The general extinction angle and current controllers provided with PSCAD readily enable the implementation of the classic $V-I$ characteristic for a d.c. link, illustrated in Figure 9.17.
General controller modelling is made possible by the provision of a large number of control building blocks including integrators with limits, real pole, PI control, second-order complex pole, differential pole, derivative block, delay, limit, timer and ramp. The control blocks are interfaced to the electrical circuit by a variety of metering components and controlled sources.

A comprehensive report on the control arrangements, strategies and parameters used in existing HVDC schemes has been prepared by CIGRE WG 14-02 [10]. All these facilities can easily be represented in electromagnetic transient programs.

9.6 Example of HVDC simulation

A useful test system for the simulation of a complete d.c. link is the CIGRE benchmark model [10] (described in Appendix D). This model integrates simple a.c. and d.c. systems, filters, link control, bridge models and a linear transformer model. The benchmark system was entered using the PSCAD/draft software package, as illustrated in Figure 9.18. The controller modelled in Figure 9.19 is of the proportional/integral type in both current and extinction angle control.

The test system was first simulated for 1 s to achieve the steady state, whereupon a snapshot was taken of the system state. Figure 9.20 illustrates selected waveforms of the response to a five-cycle three-phase fault applied to the inverter commutating bus. The simulation was started from the snapshot taken at the one second point. A clear advantage of starting from snapshots is that many transient simulations, for the purpose of control design, can be initiated from the same steady-state condition.

9.7 FACTS devices

The simulation techniques developed for HVDC systems are also suitable for the FACTS technology. Two approaches are currently used to that effect: the FACTS devices are either modelled from a synthesis of individual power electronic components or by developing a unified model of the complete FACTS device. The former method entails the connection of thyristors or GTOs, phase-locked loop, firing controller and control circuitry into a complicated simulation. By grouping electrical components and firing control into a single model, the latter method is more efficient, simpler to use, and more versatile. Two examples of FACTS applications, using thyristor and turn-off switching devices, are described next.

9.7.1 The static VAr compensator

An early FACTS device, based on conventional thyristor switching technology, is the SVC (Static Var Compensator), consisting of thyristor switched capacitor (TSC) banks and a thyristor controlled reactor (TCR). In terms of modelling, the TCR is the FACTS technology more similar to the six-pulse thyristor bridge. The firing instants are determined by a firing controller acting in accordance with a delay angle
Figure 9.18 CIGRE benchmark model as entered into the PSCAD draft software
Figure 9.19 Controller for the PSCAD/EMTDC simulation of the CIGRE benchmark model
passed from an external controller. The end of conduction of a thyristor is unknown beforehand, and can be viewed as a similar process to the commutation in a six-pulse converter bridge.

PSCAD contains an in-built SVC model which employs the state variable formulation (but not state variable analysis) [3]. The circuit, illustrated in Figure 9.21, encompasses the electrical components of a twelve-pulse TCR, phase-shifting.
Figure 9.21  SVC circuit diagram

Transformer banks and up to ten TSC banks. Signals to add or remove a TSC bank, and the TCR firing delay, must be provided from the external general-purpose control system component models. The SVC model includes a phase-locked oscillator and firing controller model. The TSC bank is represented by a single capacitor, and when a bank is switched the capacitance value and initial voltage are adjusted accordingly. This simplification requires that the current-limiting inductor in series with each capacitor should not be explicitly represented. RC snubbers are included with each thyristor.

The SVC transformer is modelled as nine mutually coupled windings on a common core, and saturation is represented by an additional current injection obtained from a flux/magnetising current relationship. The flux is determined by integration of the terminal voltage.

A total of 21 state variables are required to represent the circuit of Figure 9.21. These are the three currents in the delta-connected SVC secondary winding, two of
the currents in the ungrounded star-connected secondary, two capacitor voltages in each of the two delta-connected TSCs (four variables) and the capacitor voltage on each of the back-to-back thyristor snubbers \(4 \times 3 = 12\) state variables.

The system matrix must be reformed whenever a thyristor switches. Accurate determination of the switching instants is obtained by employing an integration step length which is a submultiple of that employed in the EMTDC main loop. The detection of switchings proceeds as in Figure 9.22. Initially the step length is the same as that employed in EMTDC. Upon satisfying an inequality that indicates that a switching has occurred, the SVC model steps back a time step and integrates with a smaller time step, until the inequality is satisfied again. At this point the switching is bracketed by a smaller interval, and the system matrix for the SVC is reformed with the new topology. A catch-up step is then taken to resynchronise the SVC model with EMTDC, and the step length is increased back to the original.

The interface between the EMTDC and SVC models is by Norton and Thevenin equivalents as shown in Figure 9.23. The EMTDC network sees the SVC as a current source in parallel with a linearising resistance \(R_c\). The linearising resistance is necessary, since the SVC current injection is calculated by the model on the basis of the terminal voltage at the previous time step. \(R_c\) is then an approximation to how the SVC current injection will vary as a function of the terminal voltage value to be calculated at the current time step. The total current flowing in this resistance may be

#### Figure 9.22 Thyristor switch-OFF with variable time step
large, and unrelated to the absolute value of current flowing into the SVC. A correction offset current is therefore added to the SVC Norton current source to compensate for the current flowing in the linearising resistor. This current is calculated using the terminal voltage from the previous time step. The overall effect is that \( R_c \) acts as a linearising incremental resistance. Because of this Norton source compensation for \( R_c \), its value need not be particularly accurate, and the transformer zero sequence leakage reactance is used.

The EMTDC system is represented in the SVC model by a time-dependent source, for example the phase A voltage is calculated as

\[
V_a' = V_a + \omega \Delta t (V_c - V_b) \left(1 - (\omega \Delta t)^2\right) \frac{1}{\sqrt{3}} \tag{9.11}
\]

which has the effect of reducing errors due to the one time-step delay between the SVC model and EMTDC.

The firing control of the SVC model is very similar to that implemented in the HVDC six-pulse bridge model. A firing occurs when the elapsed angle derived from a PLO ramp is equal to the instantaneous firing-angle order obtained from the external controller model. The phase locked oscillator is of the phase-vector type illustrated in Figure 9.15. The three-phase to two-phase \( dq \) transformation is defined by

\[
V_a = \left(\frac{2}{3}\right) V_a - \left(\frac{1}{3}\right) V_b - \left(\frac{1}{3}\right) V_c \tag{9.12}
\]

\[
V_\beta = \left(\frac{1}{\sqrt{3}}\right) (V_b - V_c) \tag{9.13}
\]

The SVC controller is implemented using general-purpose control components, an example being that of Figure 9.24. This controller is based on that installed at Chateauguay [11]. The signals \( I_a, I_b, I_c \) and \( V_a, V_b, V_c \) are instantaneous current and voltage at the SVC terminals. These are processed to yield the reactive power
generation of the SVC and the terminal voltage measurement, from which a reactive current measurement is obtained. The SVC current is used to calculate a current-dependent voltage droop, which is added to the measured voltage. The measured voltage with droop is then filtered and subtracted from the voltage reference to yield a voltage error, which is acted upon by a PI controller. The PI controller output is a reactive power order for the SVC, which is split into a component from the TSC banks by means of an allocator, and a vernier component from the TCR (BTCR). A non-linear reference is used to convert the BTCR reactive power demand into a firing order for the TCR firing controller. A hysteresis TSC bank overlap of ten per cent is included in the SVC specification.
The use of the SVC model described above is illustrated in Figure 11.11 (Chapter 11) to provide voltage compensation for an arc furnace. A more accurate but laborious approach is to build up a model of the SVC using individual components (i.e. thyristors, transformers, ... etc).

9.7.2 The static compensator (STATCOM)

The STATCOM is a power electronic controller constructed from voltage sourced converters (VSCs) [12]. Unlike the thyristors, the solid state switches used by VSCs can force current off against forward voltage through the application of a negative gate pulse. Insulated gate insulated junction transistors (IGBTs) and gate turn-off thyristors (GTOs) are two switching devices currently applied for this purpose.

The EMTDC Master Library contains interpolated firing pulse components that generate as output the two-dimensional firing-pulse array for the switching of solid-state devices. These components return the firing pulse and the interpolation time required for the ON and OFF switchings. Thus the output signal is a two-element real array, its first element being the firing pulse and the second is the time between the current computing instant and the firing pulse transition for interpolated turn-on of the switching devices.

The basic STATCOM configuration, shown in Figure 9.25, is a two-level, six-pulse VSC under pulse width modulation (PWM) control. PWM causes the valves to switch at high frequency (e.g. 2000 Hz or higher). A phase locked oscillator (PLL) plays a key role in synchronising the valve switchings to the a.c. system voltage. The two PLL functions are:

(i) The use of a single 0–360 ramp locked to phase A at fundamental frequency that produces a triangular carrier signal, as shown in Figure 9.26, whose amplitude is fixed between −1 and +1. By making the PWM frequency divisible by three, it can be applied to each IGBT valve in the two-level converter.

![Figure 9.25 Basic STATCOM circuit](image-url)
The 0–360 ramp signals generated by the six-pulse PLL are applied to generate sine curves at the designated fundamental frequency. With reference to Figure 9.27, the two degrees of freedom for direct control are achieved by

- phase-shifting the ramp signals which in turn phase-shift the sine curves (signal shift), and
- varying the magnitude of the sine curves (signal $M_a$).

It is the control of signals Shift and $M_a$ that define the performance of a voltage source converter connected to an active a.c. system.

The PWM technique requires mixing the carrier signal with the fundamental frequency signal defining the a.c. waveshape. PSCAD/EMTDC models both switch on and switch off pulses with interpolated firing to achieve the exact switching instants between calculation steps, thus avoiding the use of very small time steps. The PWM carrier signal is compared with the sine wave signals and generates the turn-on and turn-off pulses for the switching interpolation.

The STATCOM model described above is used in Chapter 11 to compensate the unbalance and distortion caused by an electric arc furnace; the resulting waveforms for the uncompensated and compensated cases are shown in Figures 11.10 and 11.12 respectively.
Figure 9.27  Pulse width modulation

9.8 State variable models

The behaviour of power electronic devices is clearly dominated by frequent unspecifiable switching discontinuities with intervals in the millisecond region. As their occurrence does not coincide with the discrete time intervals used by the efficient fixed-step trapezoidal technique, the latter is being ‘continuously’ disrupted and therefore rendered less effective. Thus the use of a unified model of a large power system with multiple power electronic devices and accurate detection of each discontinuity is impractical.

As explained in Chapter 3, state space modelling, with the system solved as a set of non-linear differential equations, can be used as an alternative to the individual component discretisation of the EMTP method. This alternative permits the use of variable step length integration, capable of locating the exact instants of switching and altering dynamically the time step to fit in with those instants. All firing control system variables are calculated at these instants together with the power circuit variables. The
solution of the system is iterated at every time step, until convergence is reached with an acceptable tolerance.

Although the state space formulation can handle any topology, the automatic generation of the system matrices and state equations is a complex and time-consuming process, which needs to be done every time a switching occurs. Thus the sole use of the state variable method for a large power system is not a practical proposition. Chapter 3 has described TCS [13], a state variable program specially developed for power electronic systems. This program has provision to include all the non-linearities of a converter station (such as transformer magnetisation) and generate automatically the comprehensive connection matrices and state space equations of the multicomponent system, to produce a continuous state space subsystem. The state variable based power electronics subsystems can then be combined with the electromagnetic transients program to provide the hybrid solution discussed in the following section. Others have also followed this approach [14].

9.8.1 EMTDC/TCS interface implementation

The system has to be subdivided to represent the components requiring the use of the state variable formulation [15]. The key to a successful interface is the exclusive use of ‘stable’ information from each side of the subdivided system, e.g. the voltage across a capacitor and the current through an inductor [16]. Conventional HVDC converters are ideally suited for interfacing as they possess a stable commutating busbar voltage (a function of the a.c. filter capacitors) and a smooth current injection (a function of the smoothing reactor current).

A single-phase example is used next to illustrate the interface technique, which can easily be extended to a three-phase case.

The system shown in Figure 9.28 is broken into two subsystems at node $M$. The stable quantities in this case are the inductor current for system $S_1$ and the capacitor voltage for system $S_2$. An interface is achieved through the following relationships

\[ I_1 = Z_1 E_1 \]
\[ I_2 = Z_2 V_c \]

![Figure 9.28 Division of a network: (a) network to be divided; (b) divided system](image)
for the Thevenin and Norton source equivalents $E_1$ and $I_2$, respectively.

\[
I_2(t) = I_1(t - \Delta t) + \frac{V_C(t - \Delta t)}{Z_1} \tag{9.14}
\]

\[
E_1(t) = V_C(t - \Delta t) - I_1(t - \Delta t)Z_2 \tag{9.15}
\]

In equation 9.14 the value of $Z_1$ is the equivalent Norton resistance of the system looking from the interface point through the reactor and beyond. Similarly, the value of $Z_2$ in equation 9.15 is the equivalent Thevenin resistance from the interface point looking in the other direction. The interface impedances can be derived by disabling all external voltage and current sources in the system and applying a pulse of current to each reduced system at the interface point. The calculated injection node voltage, in the same time step as the current injection occurs, divided by the magnitude of the input current will yield the equivalent impedance to be used for interfacing with the next subsystem.

With reference to the d.c. converter system shown in Figure 9.29, the tearing is done at the converter busbar as shown in Figure 9.30 for the hybrid representation.

The interface between subdivided systems, as in the EMTDC solution, uses Thevenin and Norton equivalent sources. If the d.c. link is represented as a continuous state variable based system, like in the case of a back-to-back HVDC interconnection, only a three-phase two-port interface is required. A point to point interconnection can also be modelled as a continuous system if the line is represented by lumped parameters. Alternatively, the d.c. line can be represented by a distributed parameter model, in which case an extra single-phase interface is required on the d.c. side.

![Figure 9.29](image)

**Figure 9.29** The converter system to be divided
The main EMTDC program controls the timing synchronisation, snapshot handling and operation of the state variable subprogram. The exchange of information between them takes place at the fixed time steps of the main program.

A Thevenin source equivalent is derived from the busbar voltages, and upon completion of a $\Delta t$ step by the state variable subprogram, the resulting phase current is used as a Norton current injection at the converter busbar. Figure 9.31 illustrates the four steps involved in the interfacing process with reference to the case of Figure 9.30.

Step (i) : The main program calls the state variable subprogram using the interface busbar voltages (and the converter firing angle orders, if the control system is represented in EMTDC, as mentioned in the following section, Figure 9.32) as inputs.
Step (ii) : The state variable program is run with the new input voltages using variable time steps with an upper limit of \( \Delta t \). The intermediate states of the interfacing three-phase source voltages are derived by the following phase-advancing technique:

\[
V'_a = V_a \cos(\Delta t) + \frac{V_c - V_b}{\sqrt{3}} \sin(\Delta t)
\]  

(9.16)

where, \( V_a, V_b, V_c \) are the phase voltages known at time \( t \), and \( \Delta t \) is the required phase advance.

Step (iii) : At the end of each complete \( \Delta t \) run of step (ii) the interfacing Thevenin source currents are used to derive the Norton current sources to be injected into the system at the interface points.

Step (iv) : The rest of the system solution is obtained for a \( \Delta t \) interval, using these current injections.

A \( \Delta t \) value of 50 \( \mu s \) normally leads to stable solutions. The state variable multiple time steps vary from a fraction of a degree to the full \( \Delta t \) time, depending on the state
of the system. As the system approaches steady state the number of intermediate steps is progressively reduced.

9.8.2 Control system representation

This section discusses the simulation of the control system specifically related to the non-linear components of the state variable (TCS) subsystem down to the level where the control order signals are derived (i.e. the firing signals to the converter and/or other non-linear components).

The converter controls can be modelled as part of the state variable program or included within the main (EMTDC) program. In each case the switching pulse generator includes the generation of signals required to trigger the switching (valve) elements and the EMTDC block represents the linear power network including the distributed transmission line models. When the control system is part of the TCS solution, the control system blocks are solved iteratively at every step of the state variable solution until convergence is reached. All the feedback variables are immediately available for further processing of the control system within the TCS program.

Instead, the control system can be represented within the EMTDC program, as shown in Figure 9.32. In this case the function library of EMTDC becomes available, allowing any generic or non-conventional control system to be built with the help of FORTRAN program statements. In this case the main program must be provided with all the feedback variables required to define the states of the switching equipment (e.g. the converter firing and extinction angles, d.c. voltage and current, commutation failure indicators, etc.). The control system is solved at every step of the main program sequentially; this is perfectly acceptable, as the inherent inaccuracy of the sequential function approach is rendered insignificant by the small calculation step needed to simulate the electric network and the usual delays and lags in power system controls [15].

9.9 Summary

The distinguishing feature of power electronic systems from other plant components is their frequent switching requirement. Accordingly, ways of accommodating frequent switching without greatly affecting the efficiency of the EMTP method have been discussed. The main issue in this respect is the use of interpolation techniques for the accurate placement of switching instants and subsequent resynchronisation with normal time grid.

Detailed consideration has also been given to the elimination of numerical oscillations, or chatter, that results from errors associated with the trapezoidal rule.

The EMTDC program, initially designed for HVDC systems, is well suited to the modelling of power electronic systems and has, therefore, been used as the main source of information. Thus the special characteristics of HVDC and FACTS devices have been described and typical systems simulated in PSCAD/EMTDC.

State variable analysis is better than numerical integrator substitution (NIS) for the modelling of power electronic equipment, but is inefficient to model the complete system. This has led to the development of hybrid programs that combine the
two methods into one program. However, considerable advances have been made in NIS programs to handle frequent switching efficiently and thus the complex hybrid methods are less likely to be widely used.
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10.1 Introduction

A detailed representation of the complete power system is not a practical proposition in terms of computation requirements. In general only a relatively small part of the system needs to be modelled in detail, with the rest of the system represented by an appropriate equivalent. However, the use of an equivalent circuit based on the fundamental frequency short-circuit level is inadequate for transient simulation, due to the presence of other frequency components.

The development of an effective frequency-dependent model is based on the relationship that exists between the time and frequency domains. In the time domain the system impulse response is convolved with the input excitation. In the frequency domain the convolution becomes a multiplication; if the frequency response is represented correctly, the time domain solution will be accurate.

An effective equivalent must represent the external network behaviour over a range of frequencies. The required frequency range depends on the phenomena under investigation, and, hence, the likely frequencies involved.

The use of frequency dependent network equivalents (FDNE) dates back to the late 1960s [1]–[3]. In these early models the external system was represented by an appropriate network of $R$, $L$, $C$ components, their values chosen to ensure that the equivalent network had the same frequency response as the external system. These schemes can be implemented in existing transient programs with minimum change, but restrict the frequency response that can be represented. A more general equivalent, based on rational functions (in the $s$ or $z$ domains) is currently the preferred approach. The development of an FDNE involves the following processing stages:

- Derivation of the system response (either impedance or admittance) to be modelled by the equivalent.
- Fitting of model parameters (identification process).
- Implementation of the FDNE in the transient simulation program.
The FDNE cannot model non-linearities, therefore any component exhibiting significant non-linear behaviour must be removed from the processing. This will increase the number of ports in the equivalent, as every non-linear component will be connected to a new port.

Although the emphasis of this chapter is on frequency dependent network equivalents, the same identification techniques are applicable to the models of individual components. For example a frequency-dependent transmission line (or cable) equivalent can be obtained by fitting an appropriate model to the frequency response of its characteristic admittance and propagation constant (see section 6.3.1).

10.2 Position of FDNE

The main factors influencing the decision of how far back from the disturbance the equivalent should be placed are:

- the points in the system where the information is required
- the accuracy of the synthesised FDNE
- the accuracy of the frequency response of the model components in the transient simulation
- the power system topology
- the source of the disturbance

If approximations are made based on the assumption of a remote FDNE location, this will have to be several busbars away and include accurate models of the intervening components. In this respect, the better the FDNE the closer it can be to the source of the disturbance. The location of the FDNE will also depend on the characteristics of the transient simulation program.

The power system has two regions; the first is the area that must be modelled in detail, i.e. immediately surrounding the location of the source of the disturbance and areas of particular interest; the second is the region replaced by the FDNE.

10.3 Extent of system to be reduced

Ideally, the complete system should be included in the frequency scan of the reduction process, but this is not practical. The problem then is how to assess whether a sufficient system representation has been included. This requires judging how close the response of the system entered matches that of the complete system.

One possible way to decide is to perform a sensitivity study of the effect of adding more components on the frequency response and stop when the change they produce is sufficiently small. The effect of small loads fed via transmission lines can also be significant, as their combined harmonic impedances (i.e. line and load) can be small due to standing wave effects.
10.4 Frequency range

The range of the frequency scan and the FDNE synthesis will depend on the problem being studied. In all cases, however, the frequency scan range should extend beyond the maximum frequency of the phenomena under investigation. Moreover, the first resonance above the maximum frequency being considered should also be included in the scan range, because it will affect the frequency response in the upper part of the required frequency range.

Another important factor is the selection of the interval between frequency points, to ensure that all the peaks and troughs are accurately determined. Moreover this will impact on the number and position of the frequency points used for the calculation of the LSE (least square error) if optimisation techniques are applied. The system response at intermediate points can be found by interpolation; this is computationally more efficient than the direct determination of the response using smaller intervals. An interval of 5 Hz in conjunction with cubic spline interpolation yields practically the same system response derived at 1 Hz intervals, which is perfectly adequate for most applications. However cubic spline interpolation needs to be applied to both the real and imaginary parts of the system response.

10.5 System frequency response

The starting point in the development of the FDNE is the derivation of the external system driving point and transfer impedance (or admittance) matrices at the boundary busbar(s), over the frequency range of interest.

Whenever available, experimental data can be used for this purpose, but this is rarely the case, which leaves only time or frequency domain identification techniques. When using frequency domain identification, the required data to identify the model parameters can be obtained either from time or frequency domain simulation, as illustrated in Figure 10.1.

10.5.1 Frequency domain identification

The admittance or impedance seen from a terminal busbar can be calculated from current or voltage injections, as shown in Figures 10.2 and 10.3 respectively. The injections can be performed in the time domain, with multi-sine excitation, or in the frequency domain, where each frequency is considered independently. The frequency domain programs can generate any required frequency-dependent admittance as seen from the terminal busbars.

Because the admittance (and impedance) matrices are symmetrical, there are only six different responses to be fitted and these can be determined from three injection tests.

When using voltage injections the voltage source and series impedance need to be made sufficiently large so that the impedance does not adversely affect the main circuit. If made too small, the conductance term is large and may numerically swamp
Figure 10.1 Curve-fitting options

\[
\begin{pmatrix}
V_a \\
V_b \\
V_c
\end{pmatrix} =
\begin{pmatrix}
Z_{11} & Z_{12} & Z_{13} \\
Z_{21} & Z_{22} & Z_{23} \\
Z_{31} & Z_{32} & Z_{33}
\end{pmatrix}
\begin{pmatrix}
I_a \\
I_b \\
I_c
\end{pmatrix}
\]

\[
\begin{pmatrix}
V_a \\
V_b \\
V_c
\end{pmatrix} =
\begin{pmatrix}
Z_{11} & \cdot & \cdot \\
Z_{21} & \cdot & 0 \\
Z_{31} & \cdot & \cdot 
\end{pmatrix}
\begin{pmatrix}
I_a \\
I_b \\
I_c
\end{pmatrix}
\]

\[
\begin{pmatrix}
V_a \\
V_b \\
V_c
\end{pmatrix} =
\begin{pmatrix}
\cdot & \cdot & \cdot \\
\cdot & Z_{22} & \cdot \\
\cdot & Z_{32} & \cdot 
\end{pmatrix}
\begin{pmatrix}
I_a \\
I_b \\
I_c
\end{pmatrix}
\]

\[
\begin{pmatrix}
V_a \\
V_b \\
V_c
\end{pmatrix} =
\begin{pmatrix}
\cdot & \cdot & \cdot \\
\cdot & \cdot & 0 \\
\cdot & \cdot & Z_{33}
\end{pmatrix}
\begin{pmatrix}
I_a \\
I_b \\
I_c
\end{pmatrix}
\]

Figure 10.2 Current injection
Frequency dependent network equivalents

\[
\begin{bmatrix}
I_a \\
I_b \\
I_c
\end{bmatrix} =
\begin{bmatrix}
Y_{11} & Y_{12} & Y_{13} \\
Y_{21} & Y_{22} & Y_{23} \\
Y_{31} & Y_{32} & Y_{33}
\end{bmatrix}
\begin{bmatrix}
V_a \\
V_b \\
V_c
\end{bmatrix}
\]

\[
\begin{bmatrix}
I_a \\
I_b \\
I_c
\end{bmatrix} =
\begin{bmatrix}
Y_{11} & \ldots & 0 \\
Y_{21} & \ldots & 0 \\
Y_{31} & \ldots & 0
\end{bmatrix}
\begin{bmatrix}
V_a \\
V_b \\
V_c
\end{bmatrix}
\]

\[
\begin{bmatrix}
I_a \\
I_b \\
I_c
\end{bmatrix} =
\begin{bmatrix}
\ldots & \ldots & 0 \\
\ldots & Y_{22} & \ldots \\
\ldots & Y_{32} & \ldots
\end{bmatrix}
\begin{bmatrix}
V_a \\
V_b \\
V_c
\end{bmatrix}
\]

\[
\begin{bmatrix}
I_a \\
I_b \\
I_c
\end{bmatrix} =
\begin{bmatrix}
\ldots & \ldots & 0 \\
\ldots & \ldots & 0 \\
\ldots & Y_{33} & \ldots
\end{bmatrix}
\begin{bmatrix}
V_a \\
V_b \\
V_c
\end{bmatrix}
\]

Figure 10.3 Voltage injection

out some of the circuit parameters that need to be identified. The use of current injections, shown in Figure 10.2, is simpler in this respect.

10.5.1.1 Time domain analysis

Figure 10.4 displays a schematic of a system drawn in DRAFT (PSCAD/EMTDC), where a multi-sine current injection is applied. In this case a range of sine waves is injected from 5 Hz up to 2500 Hz with 5 Hz spacing; all the magnitudes are 1.0 and the angles 0.0, hence the voltage is essentially the impedance. As the lowest frequency injected is 5 Hz all the sine waves add constructively every 0.2 seconds, resulting in a large peak. After the steady state is achieved, one 0.2 sec period is extracted from the time domain waveforms, as shown in Figure 10.5, and a DFT performed to obtain the required frequency response. This frequency response is shown in Figure 10.6. As has been shown in Figure 10.2 the current injection gives the impedances for the
Figure 10.4  PSCAD/EMTDC schematic with current injection

submatrices. In the cases of a single port this is simply inverted; however in the more general multiport case the impedance matrix must be built and then a matrix inversion performed.
10.5.1.2 Frequency domain analysis

Figure 10.7 depicts the process of generating the frequency response of an external network as seen from its ports. A complete nodal admittance matrix of the network to be equivalenced is formed with the connection ports ordered last, i.e.

\[ [Y_f] \mathbf{V}_f = \mathbf{I}_f \]  

(10.1)

where

- \([Y_f]\) is the admittance matrix at frequency \(f\)
- \(\mathbf{V}_f\) is the vector of nodal voltages at frequency \(f\)
- \(\mathbf{I}_f\) is the vector of nodal currents at frequency \(f\).

The nodal admittance matrix is of the form:

\[
[Y_f] = 
\begin{bmatrix}
y_{11} & y_{12} & \cdots & y_{1i} & \cdots & y_{1k} & \cdots & y_{1N} \\
y_{21} & y_{22} & \cdots & y_{2i} & \cdots & y_{2k} & \cdots & y_{2N} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
y_{i1} & y_{i2} & \cdots & y_{ii} & \cdots & y_{ik} & \cdots & y_{iN} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
y_{k1} & y_{k2} & \cdots & y_{ki} & \cdots & y_{kk} & \cdots & y_{kN} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
y_{N1} & y_{N2} & \cdots & y_{Ni} & \cdots & y_{Nk} & \cdots & y_{NN}
\end{bmatrix}
\]  

(10.2)

where

- \(y_{ki}\) is the mutual admittance between busbars \(k\) and \(i\)
- \(y_{ii}\) is the self-admittance of busbar \(i\).
Figure 10.6 Typical frequency response of a system

Note that each element in the above matrix is a $3 \times 3$ matrix due to the three-phase nature of the power system, i.e.

$$y_{ki} = \begin{bmatrix}
y_{aa} & y_{ab} & y_{ac} \\
y_{ba} & y_{bb} & y_{bc} \\
y_{ca} & y_{cb} & y_{cc}
\end{bmatrix}$$  \hspace{1cm} (10.3)
Figure 10.7  Reduction of admittance matrices

Gaussian elimination is performed on the matrix shown in 10.2, up to, but not including the connection ports i.e.

\[
\begin{bmatrix}
y'_{11} & y'_{12} & \cdots & \cdots & \cdots & y'_{1N} \\
y'_{21} & y'_{22} & y'_{23} & \cdots & \cdots & y'_{2N} \\
y'_{31} & y'_{32} & y'_{33} & \cdots & \cdots & y'_{3N} \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
y'_{N1} & y'_{N2} & y'_{N3} & \cdots & \cdots & y'_{NN}
\end{bmatrix}
\]

(10.4)

The matrix equation based on the admittance matrix 10.4 is of the form:

\[
\begin{bmatrix}
[y_A] & [y_B] \\
0 & [y_D]
\end{bmatrix}
\begin{bmatrix}
V_{\text{internal}} \\
V_{\text{terminal}}
\end{bmatrix}
= \begin{bmatrix}
0 \\
I_{\text{terminal}}
\end{bmatrix}
\]

(10.5)
The submatrix \([y_D]\) represents the network as seen from the terminal busbars. If there are \(n\) terminal busbars then renumbering to include only the terminal busbars gives:

\[
\begin{bmatrix}
y_{11} & \cdots & y_{1n} \\
y_{21} & \ddots & \vdots \\
\vdots & \ddots & \vdots \\
y_{n1} & \cdots & y_{nn}
\end{bmatrix}
\begin{bmatrix}
V_1 \\
\vdots \\
V_n
\end{bmatrix} =
\begin{bmatrix}
I_1 \\
\vdots \\
I_n
\end{bmatrix}
\]  

(10.6)

This is performed for all the frequencies of interest, giving a set of submatrices as depicted in Figure 10.8.

The frequency response is then obtained by selecting the same element from each of the submatrices. The mutual terms are the negative of the off-diagonal terms of these reduced admittance matrices. The self-terms are the sum of all terms of a row (or column as the admittance matrix is symmetrical), i.e.

\[
y_{self\,k} = \sum_{i=1}^{n} y_{ki}
\]  

(10.7)

The frequency response of the self and mutual elements, depicted in Figure 10.9, are matched and a FDNE such as in Figure 10.10 implemented. This is an admittance representation which is the most straightforward. An impedance based FDNE is achieved by inverting the submatrix of the reduced admittance matrices and matching each of the elements as functions of frequency. This implementation, shown in Figure 10.11 for three ports, is suitable for a state variable analysis, as an iterative procedure at each time point is required. Its advantages are that it is more intuitive, can overcome the topology restrictions of some programs and often results in more stable models. The frequency response is then fitted with a rational function or \(RLC\) network.

Transient analysis can also be performed on the system to obtain the FDNE by first using the steady-state time domain signals and then applying the discrete Fourier transform.
Figure 10.9 Frequency response

Figure 10.10 Two-port frequency dependent network equivalent (admittance implementation)

The advantage of forming the system nodal admittance matrix at each frequency is the simplicity by which the arbitrary frequency response of any given power system component can be represented. The transmission line is considered as the most frequency-dependent component and its dependence can be evaluated to great
accuracy. Other power system components are not modelled to the same accuracy at present due to lack of detailed data.

### 10.5.2 Time domain identification

Model identification can also be performed directly from time domain data. However, in order to identify the admittance or impedance at a particular frequency there must be a source of that frequency component. This source may be a steady-state type as in a multi-sine injection [4], or transient such as the ring down that occurs after a disturbance. Prony analysis (described in Appendix B) is the identification technique used for the ring down alternative.

### 10.6 Fitting of model parameters

#### 10.6.1 RLC networks

The main reason for realising an RLC network is the simplicity of its implemention in existing transient analysis programs without requiring extensive modifications.
The RLC network topology, however, influences the equations used for the fitting as well as the accuracy that can be achieved. The parallel form (Foster circuit) [1] represents reasonably well the transmission network response but cannot model an arbitrary frequency response. Although the synthesis of this circuit is direct, the method first ignores the losses to determine the $L$ and $C$ values for the required resonant frequencies and then determines the $R$ values to match the response at minimum points. In practice an iterative optimisation procedure is necessary after this, to improve the fit [5]–[7].

Almost all proposed RLC equivalent networks are variations of the ladder circuit proposed by Hingorani and Burbery [1], as shown in Figure 10.12. Figure 10.13 shows the equivalent used by Morched and Brandwajn [6], which is the same except for the addition of an extra branch ($C_{\infty}$ and $R_{\infty}$) to shape the response at high frequencies. Do and Gavrilovic [8] used a series combination of parallel branches, which although looks different, is the dual of the ladder network.

The use of a limited number of RLC branches gives good matches at the selected frequencies, but their response at other frequencies is less accurate. For a fixed number of branches, the errors increase with a larger frequency range. Therefore the accuracy of an FDE can always be improved by increasing the number of branches, though at the cost of greater complexity.

The equivalent of multiphase circuits, with mutual coupling between the phases, requires the fitting of admittance matrices instead of scalar admittances.

### 10.6.2 Rational function

An alternative approach to RLC network fitting is to fit a rational function to a response and implement the rational function directly in the transient program. The fitting can
be performed either in the \( s \)-domain

\[
H(s) = e^{-s\tau} \frac{a_0 + a_1 s + a_2 s^2 + \cdots + a_N s^N}{1 + b_1 + b_2 s^2 + \cdots + b_n + s^n}
\]  

(10.8)

or in the \( z \)-domain

\[
H(z) = e^{-l\Delta t} \frac{a_0 + a_1 z + a_2 z^2 + \cdots + a_n z^{-n}}{1 + b_1 z + b_2 z^2 + \cdots + b_n + z^{-n}}
\]  

(10.9)

where \( e^{-s\tau} \) or \( e^{-l\Delta t} \) represent the transmission delay associated with the mutual coupling terms.

The \( s \)-domain has the advantage that the fitted parameters are independent of the time step; there is however a hidden error in its implementation. Moreover the fitting should be performed up to the Nyquist frequency for the smallest time step that is ever likely to be used. This results in poles being present at frequencies higher than the Nyquist frequency for normal simulation step size, which have no influence on the simulation results but add complexity.

The \( z \)-domain fitting gives Norton equivalents of simpler implementation and without introducing error. The fitting is performed only on frequencies up to the Nyquist frequency and, hence, all the poles are in the frequency range of interest. However the parameters are functions of the time step and hence the fitting must be performed again if the time step is altered.
The two main classes of methods are:

1. Non-linear optimisation (e.g. vector-fitting and the Levenberg–Marquardt method), which are iterative methods.

2. Linearised least squares or weighted least squares (WLS). These are direct fast methods based on SVD or the normal equation approach for solving an over-determined linear system. To determine the coefficients the following equation is solved:

\[
\begin{bmatrix}
    d_{11} & d_{12} & \cdots & d_{1,m+1} \\
    d_{21} & d_{22} & \cdots & d_{1,2m+1} \\
    \vdots & \vdots & \ddots & \vdots \\
    d_{k1} & d_{k2} & \cdots & d_{k,2m+1}
\end{bmatrix}
\begin{bmatrix}
    b_1 \\
    b_2 \\
    \vdots \\
    b_m \\
    a_0 \\
    a_1 \\
    \vdots \\
    a_m
\end{bmatrix}
= \begin{bmatrix}
    -c(j\omega_1) \\
    -c(j\omega_2) \\
    \vdots \\
    -c(j\omega_k) \\
    -d(j\omega_1) \\
    -d(j\omega_2) \\
    \vdots \\
    -d(j\omega_k)
\end{bmatrix}
\] (10.10)

This equation is of the form \([D] \cdot x = b\) where

- \(b\) is the vector of measurement points (\(b_i = H(j\omega_i) = c(j\omega_i) + j d(j\omega_i)\))
- \([D]\) is the design matrix
- \(x\) is the vector of coefficients to be determined.

When using the linearised least squares method the fitting can be carried out in the \(s\) or \(z\)-domain, using the frequency or time domain by simply changing the design matrix used. Details of this process are given in Appendix B and it should be noted that the design matrix represents an over-sampled system.

### 10.6.2.1 Error and figure of merit

The percentage error is not a useful index, as often the function to be fitted passes through zero. Instead, either the percentage of maximum value or the actual error can be used.

Some of the figures of merit (FOM) that have been used to rate the goodness of fit are:

\[
\text{Error}_{\text{RMS}} = \sqrt{\frac{\sum_{i=1}^{n} (y_i^{\text{Fitted}} - y_i^{\text{Data}})^2}{n}}
\] (10.11)

\[
\text{Error}_{\text{Normalised}} = \sqrt{\frac{\sum_{i=1}^{n} (y_i^{\text{Fitted}} - y_i^{\text{Data}})^2}{\sum_{i=1}^{n} (y_i^{\text{Data}})^2}}
\] (10.12)

\[
\text{Error}_{\text{Max}} = \text{MAX} \left( y_i^{\text{Fitted}} - y_i^{\text{Data}} \right)
\] (10.13)

The fit must be stable for the simulation to be possible; of course the stability of the fit can be easily tested after performing the fit, the difficulty being the incorporation
of stability criteria as part of the fitting process. Stability can be achieved by fitting only real poles in the left half plane (in the s-domain) but this greatly restricts the accuracy that can be achieved. Other approaches have been to mirror poles in the right half-plane into the left half-plane to ensure stability, or to remove them on the basis that the corresponding residual is small.

Since the left half s-plane maps to the unit circle in the z-plane, the stability criteria in this case is that the pole magnitude should be less than or equal to one. One way of determining this for both s and z-domains is to find the poles by calculating the roots of the characteristic equation (denominator), and checking that this criterion is met. Another method is to use the Jury table (z-domain) [9] or the s-domain equivalent of Routh–Hurwitz stability criteria [10]. The general rule is that as the order of the rational function is increased the fit is more accurate but less stable. So the task is to find the highest order stable fit.

In three-phase mutually coupled systems the admittance matrix, rather than a scalar admittance, must be fitted as function of frequency. Although the fitting of each element in the matrix may be stable, inaccuracies in the fit can result in the complete system having instabilities at some frequencies. Thus, rather than fitting each element independently, the answer is to ensure that the system of fitted terms is stable.

The least squares fitting process tends to smear the fitting error over the frequency range. Although this gives a good transient response, it results in a small but noticeable steady-state error. The ability to weight the fundamental frequency has also been incorporated in the formulation given in Appendix B. By giving a higher weighting to the fundamental frequency (typically 100) the steady-state error is removed, while the transient response is slightly worse due to higher errors at other frequencies.

### 10.7 Model implementation

Given a rational function in z, i.e.

$$H(z) = \frac{a_0 + a_1 z^{-1} + a_2 z^{-2} + \cdots + a_m z^{-m}}{1 + b_1 z^{-1} + b_2 z^{-2} + \cdots + b_m z^{-m}} = \frac{I(z)}{V(z)}$$  \hspace{1cm} (10.14)$$

multiplying both sides by the denominators and rearranging gives:

$$I(z) = a_0 V(z) + \left( a_1 z^{-1} + a_2 z^{-2} + \cdots + a_m z^{-m} \right) V(z)$$

$$- \left( b_1 z^{-1} + b_2 z^{-2} + \cdots + b_m z^{-m} \right) I(z)$$

$$= G_{\text{equiv}} + I_{\text{History}}$$ \hspace{1cm} (10.15)
Transforming back to discrete time:

\[
i(n\Delta t) = a_0 v(n\Delta t) + a_1 v(n\Delta t - \Delta t) + a_2 v(n\Delta t - 2\Delta t) \\
+ \cdots + a_m v(n\Delta t - m\Delta t) - (b_1 i(n\Delta t - \Delta t) + b_2 i(n\Delta t - 2\Delta t) \\
+ \cdots + b_m i(n\Delta t - m\Delta t))
\]

\[= G_{\text{equiv}} v(n\Delta t) + I_{\text{History}} \quad (10.16)\]

where

\[
G_{\text{equiv}} = a_0 \\
I_{\text{History}} = a_1 v(n\Delta t - \Delta t) + a_2 v(n\Delta t - 2\Delta t) + \cdots + a_m v(n\Delta t - m\Delta t) \\
- (b_1 i(n\Delta t - \Delta t) + b_2 i(n\Delta t - 2\Delta t) + \cdots + b_m i(n\Delta t - m\Delta t))
\]

As mentioned in Chapter 2 this is often referred to as an ARMA (autoregressive moving average) model.

Hence any rational function in the z-domain is easily implemented without error, as it is simply a Norton equivalent with a conductance \(a_0\) and a current source \(I_{\text{History}}\), as depicted in Figure 2.3 (Chapter 2).

A rational function in \(s\) must be discretised in the same way as is done when solving the main circuit or a control function. Thus, with the help of the root-matching technique and partial fraction expansion, a high order rational function can be split into lower order rational functions (i.e. 1st or 2nd). Each 1st or 2nd term is turned into a Norton equivalent using the root-matching (or some other discretisation) technique and then the Norton current sources are added, as well as the conductances.

### 10.8 Examples

Figure 10.14 displays the frequency response of the following transfer function [11]:

\[
f(s) = \frac{1}{s + 5} + \frac{30 + j40}{s - (-100 - j500)} + \frac{30 - j40}{s - (-100 - j500)} + 0.5
\]

The numerator and denominator coefficients are given in Table 10.1 while the poles and zeros are shown in Table 10.2. In practice the order of the response is not known and hence various orders are tried to determine the best.

Figure 10.15 shows a comparison of three different fitting methods, i.e. least squares fitting, vector fitting and non-linear optimisation. All gave acceptable fits with vector fitting performing the best followed by least squares fitting. The corresponding errors for the three methods are shown in Figure 10.16. The vector-fitting error is so close to zero that it makes the zero error grid line look thicker, while the dotted least squares fit is just above this.

Obtaining stable fits for ‘well behaved’ frequency responses is straightforward, whatever the method chosen. However the frequency response of transmission lines
Figure 10.14  Magnitude and phase response of a rational function

Table 10.1  Numerator and denominator coefficients

<table>
<thead>
<tr>
<th></th>
<th>Numerator</th>
<th>Denominator</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s^0$</td>
<td>7.69230769e−001</td>
<td>1.00000000e+000</td>
</tr>
<tr>
<td>$s^1$</td>
<td>7.47692308e−002</td>
<td>2.00769231e−001</td>
</tr>
<tr>
<td>$s^2$</td>
<td>1.26538462e−004</td>
<td>1.57692308e−004</td>
</tr>
<tr>
<td>$s^3$</td>
<td>3.84615385e−007</td>
<td>7.69230769e−007</td>
</tr>
</tbody>
</table>

Table 10.2  Poles and zeros

<table>
<thead>
<tr>
<th>Zero</th>
<th>Pole</th>
</tr>
</thead>
<tbody>
<tr>
<td>−1.59266199e+002 + 4.07062658e+002 * j</td>
<td>−1.00000000e+002 + 5.00000000e+002 * j</td>
</tr>
<tr>
<td>−1.59266199e+002 − 4.07062658e+002 * j</td>
<td>−1.00000000e+002 − 5.00000000e+002 * j</td>
</tr>
<tr>
<td>−1.04676019e+001</td>
<td>−5.00000000e+000</td>
</tr>
</tbody>
</table>
Figure 10.15 Comparison of methods for the fitting of a rational function

Figure 10.16 Error for various fitted methods
and cables complicates the fitting task, as their related hyperbolic function responses are difficult to fit. This is illustrated with reference to the simple system shown in Figure 10.17, consisting of a transmission line and a resistive load. A $z$-domain fit is performed with the parameters of Table 10.3 and the fit is shown in Figure 10.18. As is usually the case, the fit is good at higher frequencies but deteriorates at lower frequencies. As an error at the fundamental frequency is undesirable, a weighting factor must be applied to ensure a good fit at this frequency; however this is achieved at the expense of other frequencies. The coefficients obtained using the weighting factor are given in Table 10.4. Finally Figure 10.19 shows the comparison between the full system and FDNE for an energisation transient.

In order to use the same fitted network for an active FDNE, the same transmission line is used with a source impedance of 1 ohm. Figure 10.20 displays the test system,
which involves energisation, fault inception and fault removal. The response using the FDNE with weighting factor is shown in Figure 10.21 and, as expected, no steady-state error can be observed. Using the fit without weighting factor gives a better representation during the transient but introduces a steady-state error. Figures 10.22
Figure 10.19  Comparison of full and a passive FDNE for an energisation transient

Figure 10.20  Active FDNE

and 10.23 show a detailed comparison for the latter case (i.e. without weighting factor). Slight differences are noticeable in the fault removal time, due to the requirement to remove the fault at current zero. Finally, when allowing current chopping the comparison in Figure 10.24 results.
Figure 10.21  Comparison of active FDNE response

Figure 10.22  Energisation
Figure 10.23 Fault inception and removal

Figure 10.24 Fault inception and removal with current chopping
10.9 Summary

Frequency dependent network equivalents are important for modelling modern power systems due to their size and complexity. The first stage is to determine the response of the portion of the network to be replaced by an equivalent, as seen from its boundary busbar(s). This is most efficiently performed using frequency domain techniques to perform a frequency scan. Once determined, a rational function which is easily implemented can be fitted to match this response.

For simple responses, such as that of a single port, the techniques discussed give equally good fits. When there are multiple ports the responses are difficult to fit accurately with a stable rational function. The presence of transmission lines and cables providing a connection between the ports complicates the fitting task, as their related hyperbolic function responses are difficult to fit. This results in a time delay associated with the mutual coupling terms. Even if a stable fit for all the self and mutual terms is achieved, the overall FDNE can be unstable; this is caused by the matrices not being positive definite at some frequencies due to fitting errors at these frequencies.

Research work is still under way to find a computationally efficient technique to match the self and mutual terms, while ensuring a stable model. One approach is to match all self and mutual terms simultaneously by solving one large constrained optimisation problem.

The current techniques used for developing FDNE for use in transient studies have been reviewed. The fitting of a FDNE is still an art in that judgement must be exercised of the form and order of the rational function (or RLC circuit) to be used and the frequency range and sample points to be matched. The stability of each element in a multi port FDNE is essential and the combination of elements must be positive definite at each frequency.

10.10 References


Chapter 11
Steady state applications

11.1 Introduction

Knowledge of the initial conditions is critical to the solution of most power system transients. The electromagnetic transient packages usually include some type of frequency domain initialisation program [1]–[5] to try and simplify the user’s task. These programs, however, are not part of the electromagnetic transient simulation discussed in this book. The starting point in the simulation of a system disturbance is the steady-state operating condition of the system prior to the disturbance.

The steady-state condition is often derived from a symmetrical (positive sequence) fundamental frequency power-flow program. If this information is read in to initialise the transient solution, the user must ensure that the model components used in the power-flow program represent adequately those of the electromagnetic transient program. In practice, component asymmetries and non-linearities will add imbalance and distortion to the steady-state waveforms.

Alternatively the steady-state solution can be achieved by the so-called ‘brute force’ approach; the simulation is started without performing an initial calculation and is carried out long enough for the transient to settle down to a steady-state condition. Hence the electromagnetic transient programs themselves can be used to derive steady-state waveforms. It is, thus, an interesting matter to speculate whether the correct approach is to provide an ‘exact’ steady state initialisation for the EMTP method or to use the latter to derive the final steady-state waveforms. The latter alternative is discussed in this chapter with reference to power quality application.

A good introduction to the variety of topics considered under ‘power quality’ can be found in reference [6] and an in-depth description of the methods currently used for its assessment is given in reference [7].

An important part of power quality is steady state (and quasi-steady state) waveform distortion. The resulting information is sometimes presented in the time domain (e.g. notching) and more often in the frequency domain (e.g. harmonics and interharmonics).
Although their source of origin is a transient disturbance, i.e. a short-circuit, voltage sags are characterised by their (quasi) steady-state magnitude and duration, which, in general, will display three-phase imbalance; moreover, neither the voltage drop nor its recovery will take place instantaneously. Thus for specified fault conditions and locations the EMTP method provides an ideal tool to determine the voltage sag characteristics.

Randomly varying non-linear loads, such as arc furnaces, as well as substantial and varying harmonic (and interharmonic) content, cause voltage fluctuations that often produce flicker. The random nature of the load impedance variation with time prevents an accurate prediction of the phenomena. However the EMTP method can still help in the selection of compensating techniques, with arc models based on the experience of existing installations.

### 11.2 Initialisation

As already mentioned in the introduction, the electromagnetic transients program requires auxiliary facilities to initialise the steady-state condition, and only a three-phase harmonic power flow can provide a realistic start. However this is difficult and time consuming as it involves the preparation of another data set and transfer from one program to another, not to mention the difficulty in ensuring that both are modelling exactly the same system and to the same degree of accuracy.

Often a symmetrical fundamental frequency power-flow program is used due to familiarity with and availability of such programs. However failure to consider the imbalance and distortion can cause considerable oscillations, particularly if low frequency poorly damped resonant frequencies exist. For this reason PSCAD/EMTDC uses a ‘black-start’ approach whereby sources are ramped from zero up to their final value over a period of time, typically 0.05 s. This often results in reaching steady state quicker than initialising with power-flow results where the distortion and/or imbalance is ignored. Synchronous machines have long time constants and therefore special techniques are required for an efficient simulation. The rotor is normally locked to the system frequency and/or the resistance artificially changed to improve damping until the electrical transient has died away, then the rotor is released and the resistance reset to its correct value.

### 11.3 Harmonic assessment

Although the frequency domain provides accurate information of harmonic distortion in linear networks, conventional frequency domain algorithms are inadequate to represent the system non-linear components.

An early iterative method [8], referred to as IHA (for Iterative Harmonic Analysis), was developed to analyse the harmonic interaction of a.c.–d.c. power systems, whereby the converter response at each iteration was obtained from knowledge of the converter terminal voltage waveforms (which could be unbalanced and distorted).
The resulting converter currents were then expressed in terms of harmonic current injections to be used in a new iteration of the a.c. system harmonic flow. This method, based on the fixed point iteration (or Gauss) concept, had convergence problems under weak a.c. system conditions. An alternative IHA based on Newton’s method [9] provided higher reliability at the expense of greatly increased analytical complexity.

However the solution accuracy achieved with these early methods was very limited due to the oversimplified modelling of the converter (in particular the idealised representation of the converter switching instants).

An important step in solution accuracy was made with the appearance of the so-called harmonic domain [9], a full Newton solution that took into account the modulating effect of a.c. voltage and d.c. current distortion on the switching instants and converter control functions. This method performs a linearisation around the operating point that provides sufficient accuracy. In the present state of harmonic domain development the Jacobian matrix equation combines the system fundamental frequency three-phase load-flow and the system harmonic balance in the presence of multiple a.c.–d.c. converters. Although in principle any other type of non-linear component can be accommodated, the formulation of each new component requires considerable skill and effort. Accordingly a program for the calculation of the non-sinusoidal periodic steady state of the system may be of very high dimension and complexity.

11.4 Phase-dependent impedance of non-linear device

Using perturbations the transient programs can help to determine the phase-dependent impedance of a non-linear device. In the steady state any power system component can be represented by a voltage controlled current source: \( I = F(V) \), where \( I \) and \( V \) are arrays of frequency phasors. The function \( F \) may be non-linear and non-analytic. If \( F \) is linear, it may include linear cross-coupling between frequencies, and may be non-analytic, i.e. frequency cross-coupling and phase dependence do not imply non-linearity in the frequency domain. The linearised response of \( F \) to a single applied frequency may be calculated by:

\[
\begin{bmatrix}
\Delta I_R \\
\Delta I_I
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial F_R}{\partial V_R} & \frac{\partial F_R}{\partial V_I} \\
\frac{\partial F_I}{\partial V_R} & \frac{\partial F_I}{\partial V_I}
\end{bmatrix}
\begin{bmatrix}
\Delta V_R \\
\Delta V_I
\end{bmatrix}
\]

(11.1)

where \( F \) has been expanded into its component parts. If the Cauchy–Riemann conditions hold, then 11.1 can be written in complex form. In the periodic steady state, all passive components (e.g. \( RLC \) components) yield partial derivatives which satisfy the Cauchy–Riemann conditions. There is, additionally, no cross-coupling between harmonics for passive devices or circuits. With power electronic devices the Cauchy–Riemann conditions will not hold, and there will generally be cross-harmonic coupling as well.

In many cases it is desirable to ignore the phase dependence and obtain a complex impedance which is as near as possible to the average phase-dependent impedance.
Since the phase-dependent impedance describes a circle in the complex plane as a function of the phase angle of the applied voltage [10], the appropriate phase-independent impedance lies at the centre of the phase-dependent locus. Describing the phase-dependent impedance as

\[
Z = \begin{bmatrix} z_{11} & z_{12} \\ z_{21} & z_{22} \end{bmatrix}
\]  

(11.2)

the phase independent component is given by:

\[
Z = \begin{bmatrix} R & -X \\ X & R \end{bmatrix}
\]  

(11.3)

where

\[
R = \frac{1}{2} (z_{11} + z_{22})
\]  

(11.4)

\[
X = \frac{1}{2} (z_{21} - z_{12})
\]  

(11.5)

In complex form the impedance is then \( \hat{Z} = R + jX \).

In most cases an accurate analytic description of a power electronic device is not available, so that the impedance must be obtained by perturbations of a steady-state model. Ideally, the model being perturbed should not be embedded in a larger system (e.g. a.c. or d.c. systems), and perturbations should be applied to control inputs as well as electrical terminals. The outcome from such an exhaustive study would be a harmonically cross-coupled admittance tensor completely describing the linearisation.

The simplest method for obtaining the impedance by perturbation is to sequentially apply perturbations in the system source, one frequency at a time, and calculate impedances from

\[
Z_k = \frac{\Delta V_k}{\Delta I_k}
\]  

(11.6)

The \( Z_k \) obtained by this method includes the effect of coupling to the source impedance at frequencies coupled to \( k \) by the device, and the effect of phase dependency. This last means that for some \( k \), \( Z_k \) will be located at some unknown position on the circumference of the phase-dependent impedance locus. The impedance at frequencies close to \( k \) will lie close to the centre of this locus, which can be obtained by applying two perturbations in quadrature. With the two perturbations of the quadrature method, enough information is available to resolve the impedance into two components; phase dependent and phase independent.

The quadrature method proceeds by first solving a base case at the frequency of interest to obtain the terminal voltage and total current: \((V_{kb}, I_{kb})\). Next, two perturbations are applied sequentially to obtain \((V_{k1}, I_{k1})\) and \((V_{k2}, I_{k2})\). If the source was initially something like

\[
E_b = E \sin(\omega t)
\]  

(11.7)
then the two perturbations might be

\[ E_1 = E \sin(\omega t) + \delta \sin(k\omega t) \]  
\[ E_2 = E \sin(\omega t) + \delta \sin(k\omega t + \pi/2) \]

where \( \delta \) is small to avoid exciting any non-linearity. The impedance is obtained by first forming the differences in terminal voltage and injected current:

\[ \Delta V_{k1} = V_{k1} - V_{kb} \]  
\[ \Delta V_{k2} = V_{k2} - V_{kb} \]  
\[ \Delta I_{k1} = I_{k1} - I_{kb} \]  
\[ \Delta I_{k2} = I_{k2} - I_{kb} \]

Taking real components, the linear model to be fitted states that

\[ \begin{bmatrix} \Delta V_{k1R} \\ \Delta V_{k1I} \end{bmatrix} = \begin{bmatrix} z_{k11} & z_{k12} \\ z_{k21} & z_{k22} \end{bmatrix} \begin{bmatrix} \Delta I_{k1R} \\ \Delta I_{k1I} \end{bmatrix} \]

and

\[ \begin{bmatrix} \Delta V_{k2R} \\ \Delta V_{k2I} \end{bmatrix} = \begin{bmatrix} z_{k11} & z_{k12} \\ z_{k21} & z_{k22} \end{bmatrix} \begin{bmatrix} \Delta I_{k2R} \\ \Delta I_{k2I} \end{bmatrix} \]

which permits a solution for the components \( z_{k11} \), etc:

\[ \begin{bmatrix} \Delta V_{k1R} \\ \Delta V_{k1I} \\ \Delta V_{k2R} \\ \Delta V_{k2I} \end{bmatrix} = \begin{bmatrix} 0 & 0 & \Delta I_{k1R} & \Delta I_{k1I} \\ 0 & 0 & \Delta I_{k1R} & \Delta I_{k1I} \\ \Delta I_{k2R} & \Delta I_{k2I} & 0 & 0 \\ \Delta I_{k2R} & \Delta I_{k2I} & 0 & 0 \end{bmatrix} \begin{bmatrix} z_{k11} \\ z_{k12} \\ z_{k21} \\ z_{k22} \end{bmatrix} \]

Finally the phase-independent impedance in complex form is:

\[ \hat{Z}_k = \frac{1}{2}(z_{k11} + z_{k22}) + \frac{1}{2}j(z_{k21} - z_{k12}) \]

### 11.5 The time domain in an ancillary capacity

The next two sections review the increasing use of the time domain to try and find a simpler alternative to the harmonic solution. In this respect the flexibility of the EMTP method to represent complex non-linearities and control systems makes it an attractive alternative for the solution of harmonic problems. Two different modelling philosophies have been proposed. One, discussed in this section, is basically a frequency domain solution with periodic excursions into the time domain to update the contribution of the non-linear components. The alternative, discussed in section 11.6, is basically a time domain solution to the steady state followed by FFT processing of the resulting waveforms.
11.5.1 Iterative solution for time invariant non-linear components

In this method the time domain is used at every iteration of the frequency domain to derive a Norton equivalent for the non-linear component. The Norton admittance represents a linearisation, possibly approximate, of the component response to variations in the terminal voltage harmonics. For devices that can be described by a static (time invariant) voltage–current relationship,

\[ i(t) = f(v(t)) \quad (11.18) \]

in the time domain, both the current injection and the Norton admittance can be calculated by an elegant procedure involving an excursion into the time domain. At each iteration, the applied voltage harmonics are inverse Fourier transformed to yield the voltage waveshape. The voltage waveshape is then applied point by point to the static voltage–current characteristic, to yield the current waveshape. By calculating the voltage and current waveshapes at \( 2^n \) equispaced points, a FFT is readily applied to the current waveshape, to yield the total harmonic injection.

To derive the Norton admittance, the waveshape of the total derivative

\[ \frac{dI}{dV} = \frac{di(t)}{dt} \frac{dt}{dv(t)} = \frac{di(t)/dt}{dv(t)/dt} \quad (11.19) \]

is calculated by dividing the point by point changes in the voltage and current waveshapes. Fourier transforming the total derivative yields columns of the Norton admittance matrix; in this matrix all the elements on any diagonal are equal, i.e. it has a Toeplitz structure. The Norton admittance calculated in this manner is actually the Jacobian for the source.

A typical non-linearity of this type is the transformer magnetising characteristic, for which the derivation of the Norton equivalent (shown in Figure 11.1) involves the following steps [11], illustrated in the flow diagram of Figure 11.2.

---

**Figure 11.1 Norton equivalent circuit**
Steady state applications

1. Power-flow → \( V_b \)

2. FFT of magnetising current → \( i', i'', I_b \)

3. Time derivative of \( I = f(\psi) \) evaluated → \( f' = \frac{(i_{k+1} - i_{k-1})}{(\psi_{k+1} - \psi_{k-1})} \)

4. FFT applied to derivative → \( c', c'', [H] \)

5. Harmonic admittance matrix and Norton equivalent current evaluated → \( I_N = I_b - [H]V_b \)

6. Using nodal or equivalent approach combine the linear and the linearised models and solve for the new state

\[ V_{j+1} = V_{j+1} - V_j \]

Convergence reached?

- No
- Yes → End

Figure 11.2 Description of the iterative algorithm
1 For each phase the voltage waveform is used to derive the corresponding flux wave and the latter is impressed, point by point, upon the experimental characteristic $\phi - I$ and the associated magnetising current is then determined in the time domain.

2 By means of an FFT the magnetising current is solved in the frequency domain and the Fourier coefficients $i'$ and $i''$ are assembled into a base current vector $I_b$.

3 Using the magnetising current and flux as determined in step 1, the time derivative of the function $I = f(\phi)$ is evaluated.

4 The FFT is applied to the slope shape of step 3, and the Fourier coefficients $c'$ and $c''$ obtained from this exercise are used to assemble the Toeplitz matrix $[H]$.

5 The Norton equivalent current source $I_N$, i.e. $I_N = I_b - [H]V_b$ is calculated.

6 The above linearised model is combined with the linear network as part of a Newton-type iterative solution as described in Figure 11.2, with the Jacobian defined by the matrix $[H]$.

11.5.2 Iterative solution for general non-linear components

Time-variant non-linear components, such as power electronic devices, do not fall into the category defined by equation 11.18. Instead their voltage–current relationships result from many interdependent factors, such as the phase and magnitude of each of the a.c. voltage and current harmonic components, control system functions, firing angle constraints, etc.

In these cases the converter Norton admittance matrix does not display the Toeplitz characteristic, and, in general, contains of the order of $n^2$ different elements, as opposed to the $n$ elements obtained from the FFT. Thus, not only is the calculation of a harmonic Norton equivalent computationally difficult but, for accurate results, it has to be iteratively updated. The computational burden is thus further increased in direct proportion with the size of the system and the number of harmonics represented.

To extend the iterative algorithm to any type of non-linearity, a generally applicable time domain solution (such as the state variable or the EMTP methods) must be used to represent the behaviour of the non-linear components [12], [13].

As in the previous case, the system is divided into linear and non-linear parts. Again, the inputs to a component are the voltages at its terminal and the output, the terminal currents, and both of these will, in general, contain harmonics. The iterative solution proceeds in two stages.

In the first stage the periodic steady state of the individual components is initially derived from a load-flow program and then updated using voltage corrections from the second stage. The calculations are performed in the frequency domain where appropriate (e.g. in the case of transmission lines) and in the time domain otherwise.

The currents obtained in stage (i) are used in stage (ii) to derive the current mismatches $\Delta i$, expressed in the frequency domain. These become injections into a system-wide incremental harmonic admittance matrix $Y$, calculated in advance from such matrices for all the individual components. The equation $\Delta i = Y \Delta v$ is then solved for $\Delta v$ to be used in stage (i) to update all bus voltages.
The first stage uses a modular approach, but in the second stage the voltage corrections are calculated globally, for the whole system. However, convergence is only achieved linearly, because of the approximations made on the accuracy of \( v \). A separate iterative procedure is needed to model the controllers of active non-linear devices, such as a.c.–d.c. converters, and this procedure relies entirely on information from the previous iteration.

### 11.5.3 Acceleration techniques

Time domain simulation, whether performed by the EMTP, state variable or any other method, may require large computation times to reach steady state and thus the use of accelerating techniques [14], [15] is advocated to speed up the solution. These techniques take advantage of the two-point boundary value inherent in the steady-state condition. Thus a correction term is added to the initial state vector, calculated as a function of the residuum of the initial and final state vectors and the mapping derivative over the period. A concise version of the Poincaré method described in reference [14] is given here.

A non-linear system of state equations is expressed as:

\[
\dot{x} = g(x, u) \quad x(t_0) = x_0
\]  

(11.20)

where \( u = u(t) \) is the input and \( x_0 \) the vector of state variables at \( t = t_0 \) close to the periodic steady state.

This state is characterised by the condition

\[
f(x_0) = x(t_0 + T) - x(t_0)
\]  

(11.21)

Equation 11.21 represents a system of \( n \) non-linear algebraic equations with \( n \) unknown \( x_i \) and can thus be solved by the Newton–Raphson method.

The linearised form of equation 11.21 around an approximation \( x_0^{(k)} \) at step \( k \) of its solution is:

\[
f(x_0) \approx f(x_0^{(k)}) + J^{(k)}(x_0^{(k+1)} - x_0^{(k)}) = 0
\]  

(11.22)

where \( J^{(k)} \) is the Jacobian (the matrix of partial derivatives of \( f(x_0) \) with respect to \( x \), evaluated at \( x_0^{(k)} \)). By approximating \( J^{(k)} \) at each iteration \( k \), using its definition, in addition to the mapping

\[
x_0^{(k)} \rightarrow f(x_0^{(k)})
\]  

(11.23)

the mappings are

\[
x_0^{(k)} + \varepsilon I_i \rightarrow f(x_0^{(k)} + \varepsilon I_i) \quad i = 1, \ldots, n
\]  

(11.24)
where $I_i$ are the columns of the unit matrix and $\varepsilon$ is a small scalar. $J^{(k)}$ is then assembled from the vectors

$$\frac{1}{\varepsilon} \left( f \left( x_0^{(k)} + \varepsilon I_i \right) + f \left( x_0^{(k)} \right) \right) \quad i = 1, \ldots, n$$

(11.25)

obtained in equations 11.23 and 11.24.

Finally, using the above approximation $J^{(k)}$ of the Jacobian, the updated value $x_0^{(k+1)}$ for $x_0$ is obtained from equation 11.22.

The process described above is quasi-Newton but its convergence is close to quadratic. Therefore, as in a conventional Newton power-flow program, only three to five iterations are needed for convergence to a highly accurate solution, depending on the closeness of the initial state $x_0$ to the converged solution.

### 11.6 The time domain in the primary role

#### 11.6.1 Basic time domain algorithm

Starting from standstill, the basic time domain uses a ‘brute force’ solution, i.e. the system equations are integrated until a reasonable steady state is reached. This is a very simple approach but can have very slow convergence when the network has components with light damping.

To alleviate this problem the use of acceleration techniques has been described in sections 11.5.2 and 11.5.3 with reference to the hybrid solution. However the number of periods to be processed in the time domain required by the acceleration technique is almost directly proportional to the number of state variables multiplied by the number of Newton iterations [14]. Therefore the solution efficiency reduces very rapidly as the a.c. system size increases. This is not a problem in the case of the hybrid algorithm, because the time domain solutions require no explicit representation of the a.c. network. On the other hand, when the solution is carried out entirely in the time domain, the a.c. system components are included in the formulation and thus the number of state variables is always large. Moreover, the time domain algorithm only requires a single transient simulation to steady state, and therefore the advantage of the acceleration technique is questionable in this case, considering its additional complexity.

On reaching the steady state within a specified tolerance, the voltage and current waveforms, represented by sets of discrete values at equally spaced intervals (corresponding with the integration steps), are subjected to FFT processing to derive the harmonic spectra.

#### 11.6.2 Time step

The time step selection is critical to model accurately the resonant conditions when converters are involved. A resonant system modelled with 100 or 50 $\mu$s steps can miss a resonance, while the use of a 10 $\mu$s captures it. Moreover, the higher the resonant frequency the smaller the step should be. A possible way of checking the
effectiveness of a given time step is to reduce the step and then compare the results with those obtained in the previous run. If there is a significant change around the resonant frequency, then the time step is too large.

The main reason for the small time-step requirement is the need to pin-point the commutation instants very accurately, as these have great influence on the positive feedback that appears to occur between the a.c. harmonic voltages and the corresponding driven converter currents.

11.6.3 DC system representation

It is essential to represent correctly the main components of the particular converter configuration. For instance, a voltage source converter should include the d.c. capacitor explicitly, while a current source converter should instead include the series inductor.

The inverter end representation, although less critical, may still have some effect. An ideal d.c. current source or a series $R-L$ load representation are the simplest solutions; in the latter case the $R$ is based on the d.c. load-flow operating point and the inductance should be roughly twice the inverter a.c. inductance (including transformer leakage plus any a.c. system inductance). A pure resistance is not advised as this will produce an overdamped d.c. system, which may lead to inaccurate results.

11.6.4 AC system representation

The main advantage claimed by the hybrid frequency/time domain methods, described in section 11.5, over conventional time domain solutions is their ability to model accurately the frequency dependence of the a.c. system components (particularly the transmission lines). Thus, if the time domain is going to be favoured in future harmonic simulations, the accuracy of its frequency dependent components needs to be greatly improved.

The use of a frequency dependent equivalent avoids the need to model any significant part of the a.c. system in detail, yet can still provide an accurate matching of the system impedance across the harmonic frequency spectra [16]. The derivation of frequency dependent equivalents is described in Chapter 10.

On completion of the time domain simulation, the FFT-derived harmonic current spectrum at the converter terminals needs to be injected into the full a.c. system to determine the harmonic flows throughout the actual system components.

By way of example, the test system of Figure 11.3 includes part of the primary transmission system connected to the rectifier end of the New Zealand HVDC link [17]. Though not shown in the diagram, the converter terminal also contains a set of filters as per the CIGRE benchmark model [18].

The corresponding frequency dependent equivalent circuit is shown in Figure 11.4 and its component values in Table 11.1. A graph of the impedance magnitude of the actual rectifier a.c. system based on its modelled parameters, and the frequency dependent equivalent, is given in Figure 11.5. It can be seen that this equivalent provides a very good match for the impedance of the actual system up to about the
17th harmonic. Of course the use of extra parallel branches in the equivalent circuit will extend the range of frequency matching further.

11.7 Voltage sags

Considering the financial implications of industrial plant disruptions resulting from voltage sags, their mitigation by means of active power electronic devices is on
Table 11.1 Frequency dependent equivalent circuit parameters

<table>
<thead>
<tr>
<th></th>
<th>R(Ω)</th>
<th>L(H)</th>
<th>C(μF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arm 1</td>
<td>17.0</td>
<td>0.092674</td>
<td>–</td>
</tr>
<tr>
<td>Arm 2</td>
<td>0.50</td>
<td>0.079359</td>
<td>1.8988</td>
</tr>
<tr>
<td>Arm 3</td>
<td>25.1</td>
<td>0.388620</td>
<td>0.1369</td>
</tr>
<tr>
<td>Arm 4</td>
<td>6.02</td>
<td>0.048338</td>
<td>0.7987</td>
</tr>
<tr>
<td>Arm 5</td>
<td>13.6</td>
<td>0.030883</td>
<td>0.3031</td>
</tr>
<tr>
<td>Series R</td>
<td>1.2</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Figure 11.5 Impedance/frequency of the frequency dependent equivalent

the increase. Cost-effective solutions require a good deal of computer simulation of the power system, including its protection and control, to minimise the mitigation requirements.

For a given type of fault and location the characteristics of voltage sags are mainly influenced by the dynamic components of the power system, namely the synchronous generators and the induction motors. The modelling of these components must therefore include all the elements influencing their subtransient and transient responses to the short-circuit, and, in the case of the synchronous generator, the automatic voltage regulator.

Present regulations only specify sags by their fundamental frequency magnitude and duration and, therefore, the representation of the system passive components is less critical, e.g. a lumped impedance is sufficient to model the transmission lines.

When the system contains large converter plant, the fundamental frequency simplification is inadequate to represent the behaviour of the converter plant during system faults. The converter normal operation is then disrupted, undergoing uncontrollable switching and commutation failures and the result is an extremely distorted voltage at
the converter terminals. Under these conditions it is important to model the frequency
dependence of the transmission system, as described in Chapter 10.

The present state of electromagnetic transient simulation programs is perfectly
adequate to represent all the conditions discussed above. The models of synchronous
and induction machines described in Chapter 7 meet all the requirements for accurate
voltage sag simulation. In particular the flexible representation of power electronic
devices and their controllers, especially in the PSCAD/EMTDC package, provides
sufficient detail of voltage waveform distortion to model realistically the behaviour
of the non-linear devices following system short-circuits.

The use of a real-time digital simulator permits, via digital to analogue conversion
and amplification, the inclusion of actual physical components such as protective
relays and controls. It also permits testing the ability of power electronic equipment
to operate during simulated voltage sag conditions.

11.7.1 Examples

First the EMTP program is used to illustrate the effect of induction motors on the
characteristics of voltage sags following fault conditions.

The fault condition is a three-phase short-circuit of 206 ms duration, placed at a
feeder connected to the same busbar as the induction motor plant [19].

Figure 11.6 shows the voltage variation at the common busbar. A deep sag is
observed during the fault, which in the absence of the motor would have established
itself immediately at the final level of 35 per cent. However the reduction in electro-
magnetic torque that follows the voltage drop causes a speed reduction and the motor

![Figure 11.6 Voltage sag at a plant bus due to a three-phase fault](image-url)
goes temporarily into a generating mode, thus contributing to the fault current; as a result, the presence of the motor increases the terminal voltage for a short decaying period.

The motor reacceleration following fault clearance requires extra reactive current, which slows the voltage recovery. Thus the figure displays a second sag of 75 per cent magnitude and 500 ms duration.

Of course the characteristics of these two sags are very dependent on the protection system. The EMTP program is therefore an ideal tool to perform sensitivity studies to assess the effect of different fault locations and protection philosophies. The 5th order induction motor model used by the EMTP program is perfectly adequate for this purpose.

The second example involves the use of a fast solid state transfer switch (SSTS) [20], as shown in Figure 11.7, to protect the load from voltage sags. The need for such a rapid transfer is dictated by the proliferation of sensitive equipment such as computers, programmable drives and consumer electronics.

Each phase of the SSTS is a parallel back to back thyristor arrangement. The switch which is on, has the thyristors pulsed continuously. On detection of a sag, these firing pulses are stopped, its thyristors are now subjected to a high reverse voltage from the other feeder and are thus turned off immediately. Current interruption is thus achieved at subcycle intervals.

The sag detection is achieved by continuous comparison of the voltage waveform with an ideal sinusoid in phase with it and of a magnitude equal to the pre-sag value.
The latter is constructed using the fundamental frequency component of the FFT of the voltage waveform from the previous cycle.

The voltage waveforms derived from PSCAD/EMTDC simulation, following a disturbance in the circuit of Figure 11.7, are shown in Figure 11.8. The continuous trace shows that the feeder transfer is achieved within quarter of a cycle and with minimal transients. The dotted line shows the voltage that would have appeared at the load in the absence of a transfer switch.

11.8 Voltage fluctuations

Low frequency voltage fluctuations give rise to the flicker effect, defined as the variation in electric lamp luminosity which affects human vision. The problem frequencies causing flicker are in the region of 0.5–25 Hz, the most critical value being 8.3 Hz, for which even a 0.3 per cent voltage amplitude variation can reach the perceptibility threshold.

The main cause of voltage fluctuation is the electric arc furnace (EAF), due to the continuous non-linear variation of the arc resistance, particularly during the melting cycle. A physical analysis of the arc length variation is impractical due to the varying metal scrap shapes, the erratic electromagnetic forces and the arc-electrode positions. Instead, the EAF is normally represented by simplified deterministic or stochastic models, with the purpose of determining the effect of possible compensation techniques.

By way of example, Figure 11.9 shows a single line diagram of an 80 MVA arc furnace system fed from a 138 kV bus with a 2500 MVA short-circuit capacity [21]. The EAF transformer secondary voltage is 15 kV and the EAF operates at 900 V. The EAF behaviour is simulated in the PSCAD/EMTDC program by a chaotic arc model and the power delivered to the EAF is kept constant at 80 MVA by adjusting the tap changers on the EAF transformers.
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Figure 11.9  EAF system single line diagram

Figure 11.10  EAF without compensation

The results shown in Figure 11.10, corresponding to the initial case without any compensation, illustrate a totally unacceptable distortion in the supplied current. Figure 11.11 shows that the addition of a 64 MVAR static VAR compensator (SVC) to the 15 kV busbar, improves considerably the supply current waveform. Finally, the effect of installing a ±32 MVAR static compensator (STATCOM) in the 15 kV bus is illustrated in Figure 11.12. The STATCOM is able to dynamically eliminate the harmonics and the current fluctuations on the source side by injecting the precise currents needed. It is these current fluctuations which result in voltage flicker. These results further demonstrate the role of electromagnetic transient simulation in the solution of power quality problems.
11.8.1 Modelling of flicker penetration

The simple circuit of Figure 11.9 is typical of the test systems used to simulate arc furnaces and flicker levels, i.e. a radial feeder connected to a source specified by the MVA fault level, i.e. the voltage fluctuations are only available at the arc furnace terminals and there is practically no information on flicker penetration.

To illustrate the use of the PSCAD/EMTDC package to simulate flicker penetration [22] a PSCAD user component has been implemented that models the digital
version of the IEC flickermeter. The unit receives the input signal from the time domain simulation and produces the instantaneous flicker level (IFL) as well as the short-term and long-term flicker severity indices ($P_{st}$, $P_{lt}$). Moreover, a number of these components are needed to study the propagation of flicker levels throughout the power system.

However, the observation time for the $P_{st}$ index is 10 minutes, resulting in very long runs. For example to complete ten minutes of simulation of the nine-bus system shown in Figure 11.13 requires about twelve hours of running time in an UltraSPARC computer (300 MHz). In Figure 11.13 the flicker injection, at the Tiwai busbar, consists of three sinusoidally amplitude modulated current sources that operate at $50 \pm f$ Hz.

The voltages at the load and transmission system buses are monitored by 18 identical flicker meters. To reduce the simulation burden the observation time for the $P_{st}$ evaluation was set to 10 seconds instead of 10 minutes. A control block allows stepping automatically through the list of specified frequencies (1–35 Hz) during the simulation run and also to selectively record the output channels.

Figure 11.14 is an example of the flicker severities monitored at the various points provided with the virtual flicker meters used with the EMTDC program. For comparison the figure also includes the flicker levels derived from steady-state frequency domain analysis. The flicker severity is highest at the Tiwai bus, which has to be expected since it is the point of injection. Comparing Figures 11.14(b) and (e) and Figures 11.14(d) and (f) respectively it can be seen that, for a positive sequence injection, flicker propagates almost without attenuation from the transmission to the load busbars.
Figure 11.14 Comparison of \( P_{st} \) indices resulting from a positive sequence current injection at Tiwai. PSCAD/EMTDC results are shown as solid lines (phases A, B, C), frequency domain results as dash-dotted lines (phases a, b, c).

11.9 Voltage notching

Voltage notches are caused by the brief phase to phase short-circuits that occur during the commutation process in line-commutated current sourced a.c.–d.c. converters. For a specified firing angle, the notch duration is directly proportional to the source inductance and the d.c. current; its depth reduces as the observation point separates from the converter terminals, i.e. with increasing inductance between them.
In distribution systems with low short-circuit levels, voltage notches can excite the natural frequency created by the capacitance of lines and other shunt capacitances in parallel with the source inductance, thus causing significant voltage waveform distortion.

The EMTP simulation can be used to calculate the voltage distortion at various points of the distribution system and to evaluate possible solutions to the problem.

11.9.1 Example

Figure 11.15 shows a 25 kV distribution system supplied from a 10 MVA transformer connected to a 144 kV transmission system [23]. The feeder on the right includes a six-pulse converter adjustable speed drive (ASD) controlling a 6000 HP induction motor. The ASD is connected to the 4.16 kV bus of a 7.5 MVA transformer and a set of filters tuned to the 5, 7 and 11 harmonics is also connected to that bus.

The second feeder, on the left of the circuit diagram, supplies a motor load of 800 HP at 4.16 kV in parallel with a capacitor for surge protection. This feeder also supplies other smaller motor loads at 480 V which include power factor correction capacitors. Under certain operating conditions the voltage notches produced by the ASD excited a parallel resonance between the line capacitance and the system source inductance and thus produced significant oscillations on the 25 kV bus. Furthermore, the oscillations were magnified at the 4.16 kV busbar by the surge capacitor of the 800 HP motor, which failed as a result.

A preliminary study carried out to find the system frequency response produced the impedance versus frequency plot of Figure 11.16, which shows a parallel resonance at a frequency just above the 60th harmonic. The EMTP program was then used to model the circuit of Figure 11.15 under different operating conditions. The results of the simulation are shown in Figures 11.17 and 11.18 for the voltage waveforms at the 25 kV and 4.16 kV buses respectively. Figure 11.17 clearly shows the notch related oscillations at the resonant frequency and Figure 11.18 the amplification caused by the surge capacitor at the terminals of the 800 HP motor. On the other hand the simulation showed no problem at the 480 V bus. Possible solutions are the use of a capacitor bank at the 25 kV bus or additional filters (of the bandpass type) at the ASD terminals. However, solutions based on added passive components may themselves excite lower-order resonances. For instance, in the present example, the use of a 1200 kVAr capacitor bank caused unacceptable 13th harmonic distortion, whereas a 2400 kVAr reduced the total voltage harmonic distortion to an insignificant level.

11.10 Discussion

Three different approaches are possible for the simulation of power system harmonics. These are the harmonic domain, the time domain and a hybrid combination of the conventional frequency and time domains.

The harmonic domain includes a linearised representation of the non-linear components around the operating point in a full Newton solution. The fundamental
frequency load-flow is also incorporated in the Newton solution and thus provides the ideal tool for general steady-state assessment. However the complexity of the formulation to derive the system Jacobian may well prevent its final acceptability.

The hybrid proposal takes advantage of the characteristics of the frequency and time domains for the linear and non-linear components respectively. The hybrid algorithm is conceptually simpler and more flexible than the harmonic domain but it is not a full Newton solution and therefore not as reliable under weak system conditions.
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A direct time domain solution, particularly with the EMTP method, is the simplest and most reliable, but the least accurate due to the approximate modelling of the linear network components at harmonic frequencies. The latter can be overcome with the use of frequency dependent equivalents. A preliminary study of the linear part of the network provides a reduced equivalent circuit to any required matching accuracy. Then all that is needed is a single ‘brute force’ transient to steady state run followed by FFT processing of the resulting waveforms.

While there is still work to be done on the subject of frequency dependent equivalents, it can be confidently predicted that its final incorporation will place the
electromagnetic transient alternative in the driving seat for the assessment of power system harmonics.

Modelling of voltage sags and voltage interruptions requires accurate representation of the dynamic characteristics of the main system components, particularly the synchronous generators and induction motors, power electronic equipment and their protection and control. The EMT programs meet all these requirements adequately and can thus be used with confidence in the simulation of sag characteristics, their effects and the role of sag compensation devices.

Subject to the unpredictability of the arc furnace characteristics, EMT simulation with either deterministic or stochastic models of the arc behaviour can be used to investigate possible mitigation techniques. Flicker penetration can also be predicted with these programs, although the derivation of the IEC short and long-term flicker indices is currently computationally prohibitive. However, real-time digital simulators should make this task easier.
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Chapter 12

Mixed time-frame simulation

12.1 Introduction

The use of a single time frame throughout the simulation is inefficient for studies involving widely varying time constants. A typical example is multimachine transient stability assessment when the system contains HVDC converters. In such cases the stability levels are affected by both the long time constant of the electromechanical response of the generators and the short time constant of the converter’s power electronic control.

It is, of course, possible to include the equations of motion of the generators in the electromagnetic transient programs to represent the electromechanical behaviour of multimachine power systems. However, considering the different time constants influencing the electromechanical and electromagnetic behaviour, such approach would be extremely inefficient. Electromagnetic transient simulations use steps of (typically) 50 μs, whereas the stability programs use steps at least 200 times larger.

To reduce the computational requirements the NETOMAC package [1] has two separate modes. An instantaneous mode is used to model components in three-phase detail with small time steps in a similar way to the EMTP/EMTDC programs [2]. The alternative is a stability mode and uses r.m.s. quantities at fundamental frequency only, with increased time-step lengths. The program can switch between the two modes as required while running. The HVDC converter is either modelled elementally by resistive, inductive and capacitive components, or by quasi-steady-state equations, depending on the simulation mode. In either mode, however, the entire system must be modelled in the same way. When it is necessary to run in the instantaneous mode, a system of any substantial size would still be very computationally intensive.

A more efficient alternative is the use of a hybrid algorithm [3], [4] that takes advantage of the computationally inexpensive dynamic representation of the a.c. system in a stability program, and the accurate dynamic modelling of the power electronic components.

The slow dynamics of the a.c. system are sufficiently represented by the stability program while, at the same time, the fast dynamic response of the power electronic
plant is accurately represented by electromagnetic simulation. A hybrid approach is particularly useful to study the impact of a.c. system dynamics, particularly weak a.c. systems, on the transient performance of HVDC converters. Disturbance response studies, control assessment and temporary overvoltage consequences are all typical examples for which a hybrid package is suited.

The basic concept, shown in Figure 12.1, is not restricted to a.c./d.c. applications only. A particular part of an a.c. system may sometimes require detailed three-phase modelling and this same hybrid approach can then be used. Applications include the detailed analysis of synchronous or static compensators, FACTS devices, or the frequency dependent effects of transmission lines.

Detailed modelling can also be applied to more than one independent part of the complete system. For example, if an a.c. system contains two HVDC links, then both links can be modelled independently in detail and their behaviour included in one overall a.c. electromechanical stability program.

12.2 Description of the hybrid algorithm

The proposed hybrid algorithm utilises electromechanical simulation as the steering program while the electromagnetic transients program is called as a subroutine. The interfacing code is written in separate routines to minimise the number of modifications and thus make it easily applicable to any stability and dynamic simulation programs. To make the description more concise, the component programs are referred to as TS (for transient stability) and EMTDC (for electromagnetic transient simulation). The combined hybrid algorithm is called TSE.

With reference to Figure 12.2(a), initially the TSE hybrid reads in the data files, and runs the entire network in the stability program, until electromechanical steady-state equilibrium is reached. The quasi-steady-state representation of the converter is perfectly adequate as no fault or disturbance has yet been applied. At a selectable point in time prior to a network disturbance occurring, the TS network is split up into the two independent and isolated systems, system 1 and system 2.
For the sake of clarity system 1 is classified as the a.c. part of the system modelled by the stability program TS, while system 2 is the part of the system modelled in detail by EMTDC.

The snapshot data file is now used to initialise the EMTDC program used, instead of the TS representation of system 2. The two programs are then interfaced and the network disturbance can be applied. The system 2 representation in TS is isolated but kept up to date during the interfacing at each TS time step to allow tracking between programs. The a.c. network of system 1 modelled in the stability program also supplies interface data to this system 2 network in TS as shown in Figure 12.2(b).

While the disturbance effects abate, the quasi-steady-state representation of system 2 in TS and the EMTDC representation of system 2 are tracked. If both of these system 2 models produce the same results within a predefined tolerance and over a set period, the complete system can then be reconnected and used by TS, and the EMTDC
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Figure 12.3 Modified TS steering routine
representation terminated. This allows better computational efficiency, particularly for long simulation runs.

12.2.1 Individual program modifications

To enable EMTDC to be called as a subroutine from TS requires a small number of changes to its structure. The EMTDC algorithm is split into three distinct segments, an initialising segment, the main time loop, and a termination segment. This allows TS to call the main time loop for discrete periods as required when interfacing. The EMTDC options, which are normally available when beginning a simulation run, are moved to the interface data file and read from there. The equivalent circuit source values, which TS updates periodically, are located in the user accessible DSDYN file of EMTDC (described in Appendix A).

A TS program, such as the one described in reference [5], requires only minor modifications. The first is a call of the interfacing routine during the TS main time loop as shown in Figure 12.3. The complete TS network is also split into system 1 and system 2 and isolated at the interface points, but this is performed in separate code to TS. The only other direct modification inside TS is the inclusion of the interface current injections at each TS network solution.

12.2.2 Data flow

Data for the detailed EMTDC model is entered in the program database via the PSCAD graphics. Equivalent circuits are used at each interface point to represent the rest of the system not included in the detailed model. This system is then run until steady state is reached and a ‘snapshot’ taken. The snapshot holds all the relevant data for the components at that point in time and can be used as the starting point when interfacing the detailed model with the stability program.

The stability program is initialised conventionally through power flow results via a data file. An interface data file is also read by the TSE hybrid and contains information such as the number and location of interface buses, analysis options, and timing information.

12.3 TS/EMTDC interface

Hybrid simulation requires exchange of information between the two separate programs. The information that must be transferred from one program to the other must be sufficient to determine the power flow in or out of the interface. Possible parameters to be used are the real power $P$, the reactive power $Q$, the voltage $V$ and the current $I$ at the interface (Figure 12.4). Phase angle information is also required if separate phase frames of reference are to be maintained. An equivalent circuit representing the network modelled in the stability program is used in EMTDC and vice versa. The equivalent circuits are as shown in Figure 12.5, where $\tilde{E}_1$ and $\tilde{Z}_1$ represent the equivalent circuit of system 1 and $\tilde{I}_c$ and $\tilde{Z}_2$ the equivalent circuit of system 2.
12.3.1 Equivalent impedances

The complexity of the equivalent impedance representation varies considerably between the two programs.

In the TS program, \( \tilde{I}_c \) and \( \tilde{Z}_2 \) represent the detailed part of the system modelled by EMTDC. TS, being positive-sequence and fundamental-frequency based, is concerned only with the fundamental real and reactive power in or out-flow through the interface. The equivalent impedance \( \tilde{Z}_2 \) is then arbitrary, since the current source \( \tilde{I}_c \) can be varied to provide the correct power flow.

To avoid any possible numerical instability, a constant value of \( \tilde{Z}_2 \), estimated from the initial power flow results, is used for the duration of the simulation.
The EMTDC program represents system 1 by a Thevenin equivalent (\( \tilde{E}_1 \) and \( \tilde{Z}_1 \)) as shown in Figure 12.5. The simplest \( \tilde{Z}_1 \) is an \( R-L \) series impedance, representing the fundamental frequency equivalent of system 1. It can be derived from the results of a power flow and a fault analysis at the interface bus.

The power flow provides an initial current through the interface bus and the initial interface bus voltage. A fault analysis can easily determine the fault current through the interface for a short-circuit fault to ground. If the network requiring conversion to an equivalent circuit is represented by a Thevenin source \( E_1 \) and Thevenin impedance \( Z_1 \), as shown in Figure 12.6, these values can thus be found as follows.

From the power flow circuit:

\[
\tilde{E}_1 = \tilde{I}_n \tilde{Z}_1 + \tilde{V} \tag{12.1}
\]

and from the fault circuit:

\[
\tilde{E}_1 = \tilde{I}_F \tilde{Z}_1 \tag{12.2}
\]

![Diagram](image)

*Figure 12.6 Derivation of Thevenin equivalent circuit: (a) power-flow circuit (b) fault circuit*
Combining these two equations:

\[ \tilde{Z}_1 = \frac{\tilde{V}}{I_F - I_n} \]  \hspace{1cm} (12.3)

\( \tilde{E}_1 \) can then be found from either equation 12.1 or 12.2.

During a transient, the impedance of the synchronous machines in system 1 can change. The net effect on the fundamental power in or out of the equivalent circuit, however, can be represented by varying the source \( \tilde{E}_1 \) and keeping \( \tilde{Z}_1 \) constant.

EMTDC is a ‘point on wave’ type program, and consequently involves frequencies other than the fundamental. A more advanced equivalent impedance capable of representing different frequencies is used in section 12.6.

### 12.3.2 Equivalent sources

Information from the EMTDC model representing system 2 (in Figure 12.5) is used to modify the source of the equivalent circuit of system 2 in the stability program. Similarly, data from TS is used to modify the source of the equivalent circuit of system 1 in EMTDC. These equivalent sources are normally updated at each TS step length (refer to section 12.5). From Figure 12.5, if both \( \tilde{Z}_1 \) and \( \tilde{Z}_2 \) are known, additional information is still necessary to determine update values for the sources \( \tilde{I}_c \) and \( \tilde{E}_1 \). This information can be selected from the interface parameters of voltage \( \tilde{V} \), current \( \tilde{I}_1 \), real power \( P \), reactive power \( Q \) and power factor angle \( \phi \).

The interface voltage and current, along with the phase angle between them, are used to interchange information between programs.

### 12.3.3 Phase and sequence data conversions

An efficient recursive curve fitting algorithm is described in section 12.4 to extract fundamental frequency information from the discrete point oriented waveforms produced by detailed programs such as EMTDC.

Analysis of the discrete data from EMTDC is performed over a fundamental period interval, but staggered to produce results at intervals less than a fundamental period. This allows the greatest accuracy in deriving fundamental results from distorted waveforms.

The stability program requires only positive sequence data, so data from the three a.c. phases at the interface(s) is analysed and converted to a positive sequence by conventional means. The positive sequence voltage, for example, can be derived as follows:

\[ \tilde{V}_{ps} = \frac{1}{3} \left( \tilde{V}_a + \tilde{a} \tilde{V}_b + \tilde{a}^2 \tilde{V}_c \right) \] \hspace{1cm} (12.4)

where

\( \tilde{V}_{ps} = \) positive sequence voltage

\( \tilde{V}_a, \tilde{V}_b, \tilde{V}_c = \) phase voltages

\( \tilde{a} = 120 \) degree forward rotation vector (i.e. \( a = 120^\circ \)).
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Positive sequence data from the stability program is converted to three-phase through simple multiplication of the rotation vector, i.e. for the voltage:

\[ \tilde{V}_a = \tilde{V}_{ps} \]  
\[ \tilde{V}_b = \tilde{a}^2 \tilde{V}_{ps} \]  
\[ \tilde{V}_c = \tilde{a} \tilde{V}_{ps} \]  

12.3.4 Interface variables derivation

In Figure 12.5, \( \tilde{E}_1 \) and \( \tilde{Z}_1 \) represent the equivalent circuit of system 1 modelled in EMTDC, while \( \tilde{Z}_2 \) and \( \tilde{I}_c \) represent the equivalent circuit of system 2 modelled in the stability program. \( \tilde{V} \) is the interface voltage and \( \tilde{I}_1 \) the current through the interface which is assumed to be in the direction shown.

From the detailed EMTDC simulation, the magnitude of the interface voltage and current are measured, along with the phase angle between them. This information is used to modify the equivalent circuit source (\( \tilde{I}_c \)) of system 2 in TS. The updated \( \tilde{I}_c \) value can be derived as follows:

From Figure 12.5

\[ \tilde{E}_1 = \tilde{I}_1 \tilde{Z}_1 + \tilde{V} \]  
\[ \tilde{V} = \tilde{I}_2 \tilde{Z}_2 \]  
\[ \tilde{I}_2 = \tilde{I}_1 + \tilde{I}_c \]  

From equations 12.9 and 12.10

\[ \tilde{V} = \tilde{I}_1 \tilde{Z}_2 + \tilde{I}_c \tilde{Z}_2 \]  

From equation 12.8

\[ \tilde{E}_1 = I_1 Z_1 \angle (\theta_{I_1} + \theta_{Z_1}) + V \angle \theta_V \]
\[ = I_1 Z_1 \cos(\theta_{I_1} + \theta_{Z_1}) + j I_1 Z_1 \sin(\theta_{I_1} + \theta_{Z_1}) \]
\[ + V \cos(\theta_V) + j V \sin(\theta_V) \]  

and

\[ \theta_{I_1} = \theta_V - \phi \]  

where \( \phi \) is the displacement angle between the voltage and the current.

Thus, equation 12.12 can be written as

\[ \tilde{E}_1 = I_1 Z_1 \cos(\theta_V + \beta) + j I_1 Z_1 \sin(\theta_V + \beta) + V \cos \theta_V + j V \sin \theta_V \]
\[ = I_1 Z_1 (\cos \theta_V \cos \beta - \sin \theta_V \sin \beta) + V \cos \theta_V \]
\[ + j [I_1 Z_1 (\sin \theta_V \cos \beta + \cos \theta_V \sin \beta) + V \sin \theta_V] \]

where \( \beta = \theta_{Z_1} - \phi \).
If \( \tilde{E}_1 = E_{1r} + jE_{1i} \) then equating real terms only

\[
E_{1r} = (I_1 Z_1 \cos(\beta) + V) \cos(\theta_V) + (-I_1 Z_1 \sin(\beta)) \sin(\theta_V)
\]  

(12.15)

where \( Z_1 \) is known and constant throughout the simulation.

From the EMTDC results, the values of \( V, I, \) and the phase difference \( \phi \) are also known and hence so is \( \beta \). \( \tilde{E}_1 \) can be determined in the TS phase reference frame from knowledge of \( Z_1 \) and the previous values of interface current and voltage from TS, through the use of equation 12.8.

From equation 12.15, making

\[
A = I_1 Z_1 \cos(\beta) + V \quad (12.16)
\]

\[
B = -I_1 Z_1 \sin(\beta) \quad (12.17)
\]

and remembering that

\[
A \cos(\theta_V) + B \sin(\theta_V) = \sqrt{A^2 + B^2} \cos((\theta_V) \pm \psi) 
\]

(12.18)

where

\[
\left( \psi = \tan^{-1} \left[ -\frac{B}{A} \right] \right) 
\]

(12.19)

the voltage angle \( \theta_V \) in the TS phase reference frame can be calculated, i.e.

\[
\theta_V = \cos^{-1} \left[ \frac{E_{1r}}{\sqrt{A^2 + B^2}} \right] - \psi 
\]

(12.20)

The equivalent current source \( \tilde{I}_c \) can be calculated by rearranging equation 12.11:

\[
\tilde{I}_c = \frac{V}{Z_2} (\theta_V - \theta_{Z_2}) - I_1 \theta_{I_1} 
\]

(12.21)

where \( \theta_{I_1} \) is obtained from equation 12.13.

In a similar way, data from the transient stability program simulation can be used to calculate a new Thevenin source voltage magnitude for the equivalent circuit of system 1 in the EMTDC program. Knowing the voltage and current magnitude at the TS program interface and the phase difference between them, by a similar analysis the voltage angle in the EMTDC phase reference frame is:

\[
\theta_V = \cos^{-1} \left[ \frac{I_{cr}}{\sqrt{C^2 + D^2}} \right] - \psi 
\]

(12.22)
where $I_{cr}$ is the real part of $\tilde{I}_c$ and

$$C = \frac{V}{Z_2} \cos \theta_{Z_2} - I_1 \cos \phi$$  \hspace{1cm} (12.23)

$$D = \frac{V}{Z_2} \sin \theta_{Z_2} - I_1 \sin \phi$$  \hspace{1cm} (12.24)

$$\phi = \theta_V - \theta_{I_1}$$  \hspace{1cm} (12.25)

$$\psi = \tan^{-1} \left[ \frac{-D}{C} \right]$$  \hspace{1cm} (12.26)

Knowing the EMTDC voltage angle $\theta_V$ allows calculation of the EMTDC current angle $\theta_{I_1}$ from equation 12.25. The magnitude value of $E_1$ can then be derived from equation 12.8.

### 12.4 EMTDC to TS data transfer

A significant difference between TS and EMTDC is that in TS, sinusoidal waveforms are assumed. However, during faults the EMTDC waveforms are very distorted.

The total r.m.s. power is not always equivalent to either the fundamental frequency power nor the fundamental frequency positive sequence power. A comparison of these three powers following a single-phase fault at the inverter end of a d.c. link is shown in Figure 12.7. The difference between the total r.m.s. power and the positive sequence power can be seen to be highly significant during the fault.

The most appropriate power to transfer from EMTDC to TS is then the fundamental frequency positive sequence power. This, however, requires knowledge of both the fundamental frequency positive sequence voltage and the fundamental frequency positive sequence current. These two variables contain all the relevant information and, hence, the use of any other power variable to transfer information becomes unnecessary.

#### 12.4.1 Data extraction from converter waveforms

At each step of the transient stability program, power transfer information needs to be derived from the distorted converter waveforms. This can be achieved using the FFT, which provides accurate information for the whole frequency spectrum. However, only the fundamental frequency is used in the stability program and a simpler recursive least squares curve fitting algorithm (CFA) (described in Appendix B.5 [4]), provides sufficient accuracy.

### 12.5 Interaction protocol

The data from each program must be interchanged at appropriate points during the hybrid simulation run. The timing of this data interchange between the TS and
EMTDC programs is important, particularly around discontinuities caused by fault application and removal.

The interfacing philosophy for TS step lengths which are less than a fundamental period is shown in Figure 12.8. A portion of the figure is sequentially numbered to show the order of occurrence of the variable interchange. In the example, the stability step length is exactly one half of a fundamental period.

Following the sequential numbering on Figure 12.8, at a particular point in time, the EMTDC and TS programs are concurrent and the TS information from system 1 is passed to update the system 1 equivalent in EMTDC. This is shown by the arrow marked 1. EMTDC is then called for a length of half a fundamental period (arrow 2) and the curve fitted results over the last full fundamental period processed and passed back to update the system 2 equivalent in TS (arrow 3). The information over this period is passed back to TS at the mid-point of the EMTDC analysis window which is half a period behind the current EMTDC time. TS is then run to catch up to EMTDC (arrow 4), and the new information over this simulation run used to again update the system 1 equivalent in EMTDC (arrow 5). This protocol continues until any discontinuity in the network occurs.

When a network change such as a fault application or removal occurs, the interaction protocol is modified to that shown in Figure 12.9. The curve fitting analysis process is also modified to avoid applying an analysis window over any point of discontinuity.
The sequential numbering in Figure 12.9 explains the flow of events. At the fault time, the interface variables are passed from TS to the system 1 equivalent in EMTDC in the usual manner, as shown by the arrow marked 1. Neither system 1 nor system 2 have yet been solved with the network change. The fault is now applied in EMTDC, which is then run for a full fundamental period length past the fault application (arrow 2), and the information obtained over this period passed back to TS (arrow 3). The fault is now also applied to the TS program which is then solved for a period until it has again reached EMTDC’s position in time (arrow 4). The normal interaction protocol is then followed until any other discontinuity is reached.

A full period analysis after the fault is applied is necessary to accurately extract the fundamental frequency component of the interface variables. The mechanically controlled nature of the a.c. system implies a dynamically slow response to any
disturbance and so, for this reason, it is considered acceptable to run EMTDC for a full period without updating the system 1 equivalent circuit during this time.

12.6 Interface location

The original intention of the initial hybrid algorithm [6] was to model the a.c. and d.c. solutions separately. The point of interface location was consequently the converter bus terminal. The detailed d.c. link model included all equipment connected to the converter bus, such as the a.c. filters, and every other a.c. component was modelled within the stability analysis. A fundamental frequency Thevenin’s equivalent was used to represent the stability program in the detailed solution and vice versa.

An alternative approach has been proposed [7] where the interface location is extended out from the converter bus into the a.c. system. This approach maintains that, particularly for weak a.c. systems, a fundamental frequency equivalent representing the a.c. system is not sufficiently adequate at the converter terminals. In this case, the extent of the a.c. system to be included in the d.c. system depends on phase imbalance and waveform distortion.

Although the above concept has some advantages, it also suffers from many disadvantages. The concept is proposed, in particular, for weak a.c. systems. A weak a.c. system, however, is likely to have any major generation capability far removed from the converter terminal bus as local generation serves to enhance system strength. If the generation is, indeed, far removed out into the a.c. system, then the distance required for an interface location to achieve considerably less phase imbalance and waveform distortion is also likely to be significant.

The primary advantage of a hybrid solution is in accurately providing the d.c. dynamic response to a transient stability program, and in efficiently representing the dynamic response of a considerably sized a.c. system to the d.c. solution. Extending the interface some distance into the a.c. system, where the effects of a system disturbance are almost negligible, diminishes the hybrid advantage. If a sizeable portion of the a.c. system requires modelling in detail before an interface to a transient stability program can occur, then one might question the use of a hybrid solution at all and instead use a more conventional approach of a detailed solution with a.c. equivalent circuits at the system cut-off points.

Another significant disadvantage in an extended interface is that a.c. systems may well be heavily interconnected. The further into the system that an interface is moved, the greater the number of interface locations required. The hybrid interfacing complexity is thus increased and the computational efficiency of the hybrid solution decreased. The requirement for a detailed representation of a significant portion of the a.c. system serves to decrease this efficiency, as does the increased amount of processing required for variable extraction at each interface location.

The advantages of using the converter bus as the interface point are:

- The detailed system is kept to a minimum.
- Interfacing complexity is low.
Converter terminal equipment, such as filters, synchronous condensers, SVCs, etc. can still be modelled in detail.

The major drawback of the detailed solution is in not seeing a true picture of the a.c. system, since the equivalent circuit is fundamental-frequency based. Waveform distortion and imbalance also make it difficult to extract the fundamental frequency information necessary to transfer to the stability program.

The problem of waveform distortion for transfer of data from EMTDC to TS is dependent on the accuracy of the technique for extraction of interfacing variable information. If fundamental-frequency quantities can be accurately measured under distorted conditions, then the problem is solved. Section 12.4 has described an efficient way to extract the fundamental frequency quantities from distorted waveforms.

Moreover, a simple fundamental frequency equivalent circuit is insufficient to represent the correct impedance of the a.c. system at each frequency. Instead, this can be achieved by using a fully frequency dependent equivalent circuit of the a.c. system [8] at the converter terminal instead of just a fundamental frequency equivalent. A frequency dependent equivalent avoids the need for modelling any significant portion of the a.c. system in detail, yet still provides an accurate picture of the system impedance across its frequency spectra.

12.7 Test system and results

The test system shown in Figure 11.3 is also used here. As explained in section 12.6, the high levels of current distortion produced by the converter during the disturbance require a frequency dependent model of the a.c. system.

A three-phase short-circuit is applied to the rectifier terminals of the link at \( t = 1.7 \) s and cleared three cycles later.

The rectifier d.c. currents, displayed for the three solutions in Figure 12.10, show a very similar variation for the TSE and EMTDC solutions, except for the region between \( t = 2.03 \) s and \( t = 2.14 \) s but the difference with the TS only solution is very large.

Figure 12.11 compares the fundamental positive sequence real and resistive powers across the converter interface for the TS and TSE solutions.

The main differences in real power occur during the link power ramp. The difference is almost a direct relation to the d.c. current difference between TS and TSE shown in Figure 12.10. The oscillation in d.c. voltage and current as the rectifier terminal is de-blocked is also evident.

As for the reactive power \( Q \), prior to the fault, a small amount is flowing into the system due to surplus MVARs at the converter terminal. The fault reduces this power flow to zero. When the fault is removed and the a.c. voltage overshoots in TSE, the reactive MVARs also overshoot in TSE and since the d.c. link is shut down, a considerable amount of reactive power flows into the system.

Finally, the machine angle swings with respect to the Clyde generator, shown in Figure 12.12, indicating that the system is transiently stable.
Figure 12.10  Rectifier terminal d.c. current comparisons

Figure 12.11  Real and reactive power across interface
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12.8 Discussion

It has been shown that mixed time-frame simulation requires elaborate interfaces between the component programs. Therefore, considering the increased cheap computer power availability, it would be difficult to justify its use purely in terms of computation efficiency.

The EMTP method has already proved its value in practically all types of power systems transient. Its effectiveness has also been extended to problems involving electromechanical oscillations, like in the case of subsynchronous resonance.

The only possible area of application for the mixed time-frame solution is in multimachine transient stability when the system contains HVDC transmission. The criterion used to decide on the prospective use of a mixed time-frame solution in this case is the inability of the power electronic controller to take the specified control action within the integration steps of the stability program. It has been shown in the chapter that the inverter behaviour of a conventional HVDC link is unpredictable during a.c. system faults. This is caused by the occurrence of commutation failures and by the filter’s response. Thus the effectiveness of the mixed time-frame alternative has been clearly demonstrated for this application.

However the criterion is not met by other power electronic devices, such as FACTS. These do not suffer from commutation failures, either because they do not use inverters (e.g. thyristor controlled series capacitors, static VAR compensators, etc.) or they use turn-off switching (e.g. STATCOM and unified power flow controller). In all these cases the use of a quasi-steady-state model will be perfectly adequate for the needs of the stability study.
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Chapter 13

Transient simulation in real time

13.1 Introduction

Traditionally the simulation of transient phenomena in real time has been carried out on analogue simulators. However their modelling limitations and costly maintenance, coupled with the availability of cheap computing power, has restricted their continued use and further development. Instead, all the recent development effort has gone into digital transient network analysers (DTNA) [1], [2].

Computing speed by itself would not justify the use of real-time simulation, as there is no possibility of human interaction with information derived in real time. The purpose of their existence is two-fold, i.e. the need to test control [3], [4] and protection [5]–[8] equipment in the power network environment and the simulation of system performance taking into account the dynamics of such equipment.

In the ‘normal’ close-loop testing mode, the real-time digital simulator must perform continuously all the necessary calculations in a time step less than that of actual time. This allows closed-loop testing involving the actual hardware, which in turn influences the simulation model, as indicated in Figure 13.1. Typical examples of signals that can be fed back are the relay contacts controlling the circuit breaker in simulation and the controller modifying the firing angle of a converter model.

![Figure 13.1 Schematic of real-time digital simulator](image-url)
The processing power required to solve the system equations in real time is immense and the key to achieving it with present computer technology is the use of parallel processing. Chapter 4 has shown that the presence of transmission lines (with a travelling wave time of one time step or more) results in a block diagonal structure of the conductance matrix, with each block being a subsystem. The propagation of a disturbance from one end of the line to the other is delayed by the line travelling time. Therefore, the voltages and currents in a subsystem can be calculated at time $t$ without information about the voltages and currents in the other subsystems at this time step. Thus by splitting the system into subsystems the calculations can be performed in parallel without loss of accuracy.

Although in the present state of development DTNAs are limited in the size and detail of system representation, they are already a considerable improvement on the conventional TNAs in this respect. The main advantages of digital over analogue simulators are:

- Cost
- Better representation of components, particularly high-frequency phenomena
- Faster and easier preparation for tests
- Ease and flexibility for entering new models
- Better consistency (repeatability) in simulation results.

Some applications use dedicated architectures to perform the parallel processing. For instance the RTDS uses DSPs (digital signal processors) to perform the calculations. However, the ever increasing processing power of computers is encouraging the development of real-time systems that will run on standard parallel computers. Eventually this is likely to result in lower cost as well as provide portability of software and simplify future upgrading as computer systems advance [9].

Regardless of the type of DTNA hardware, real-time simulation requires interfacing with ‘physical’ equipment. The main interface components are digital to analogue converters (DACs), amplifiers and analogue to digital converters (ADCs).

### 13.2 Simulation with dedicated architectures

The first commercial real-time digital simulator was released by RTDS Technologies in 1991; an early prototype is shown in Figure 13.2. The RTDS (in the middle of the picture) was interfaced to the controller of an HVDC converter (shown on the left) to assess its performance; the amplifiers needed to interface the digital and analogue parts are shown on the right of the picture.

However, recent developments have made it possible to achieve real-time large-scale simulation of power systems using fully digital techniques. The latter provide more capability, accuracy and flexibility at a much lower cost. The new HVDC control equipment, include the phase-locked oscillator with phase limits and frequency correction, various inner control loops ($I_{dc}$, $V_{dc}$ AC overvoltage, and $\gamma$ limit control), control loop selection, voltage dependent current order limits (VDCOL),
and balancing, and power trim control. An improved firing algorithm (IFA) has also been added to overcome the jitter effect that results when firing pulses arrive asynchronously during a time-step, as double interpolation is not used.

The largest RTDS delivered so far (to the Korean KEPCO network) simulates in real-time (with 50 μs time step) a system of 160 buses, 41 generators, 131 transmission lines, 78 transformers and 60 dynamic loads.

The RTDS can be operated with or without user interaction (i.e. on batch mode), whereby the equipment can be subjected to thousands of tests without supervision. In that mode the simulator provides detail reports on the equipment’s response to each test case.

The main hardware and software components of the present RTDS design are discussed next.

### 13.2.1 Hardware

The RTDS architecture consists of one or more racks installed in a cubicle that also house the auxiliary components (power supplies, cooling fans, etc.). A rack, illustrated in Figure 13.3, contains up to 18 processor cards and two communication cards. Currently two types of processor cards are available, i.e. the tandem processor card (TPC) and the triple processor card (3PC). Two types of communication card are also required to perform the simulations, i.e. the workstation interface card (WIC) and the inter-rack communications card (IRC). The functions of the various cards are as
The TPC is used to perform the computations required to model the power system. One TPC contains two independent digital signal processors (DSPs) and its hardware is not dedicated to a particular system component. Therefore, it may participate in the modelling of a transformer in one case, while being used to model a synchronous machine or a transmission line in another case.

The 3PC is used to model complex components, such as FACTS devices, which cannot be modelled by a TPC. The 3PC is also used to model components which require an excessive number of TPC processors. Each 3PC contains three analogue devices (ADSP21062), based on the SHARC (Super Harvard ARchitecture) chip; these enable the board to perform approximately six times as many instructions as a TPC in any given period.

Similarly to the TPC, the function of a given processor is not component dedicated.

The IRC card permits direct communications between the rack in which it is installed and up to six other racks. In a multirack simulation, the equations representing
different parts of the power system can be solved in parallel on the individual racks and the required data exchanged between them via the IRC communication channels. Thus a multirack RTDS is able to simulate large power systems and still maintain real-time operation. The IRC communication channels are dedicated and different from the Ethernet communications between the host workstation and the simulator.

**Workstation interface card**

The WIC is an M68020-based card, whose primary function is to handle the communications requests between the RTDS simulator and the host workstation. Each card contains an Ethernet transceiver and is assigned its own Ethernet address, thus allowing the connection of the RTDS racks to any standard Ethernet-based local area network.

All the low level communication requests between the simulator and the host workstation are handled by the high level software running on the host workstation and the multitasking operating system being run by the WIC’s M68020 processor.

RTDS simulation uses two basic software tools, a Library of Models and Compilers and PSCAD, a Graphical User Interface. PSCAD allows the user to select a pictorial representation of the power system or control system components from the library in order to build the desired circuit. The structure of PSCAD is described in Appendix A with reference to the EMTDC program. Although initially the RTDS PSCAD was the original EMTDC version, due to the RTDS special requirements, it has now developed into a different product. The latter also provides a script language to help the user to describe a sequence of commands to be used for either simulation, output processing or circuit modification. This facility, coupled with the multi-run feature, allows many runs to be performed quickly under a variety of operating conditions.

Once the system has been drawn and the parameters entered, the appropriate compiler automatically generates the low level code necessary to perform the simulation using the RTDS. Therefore this software determines the function of each processor card for each simulation. In addition, the compiler automatically assigns the role that each DSP will play during the simulation, based on the required circuit layout and the available RTDS hardware. It also produces a user readable file to direct the user to I/O points which may be required for interfacing of physical measurement, protection or control equipment. Finally, subsystems of tightly coupled components can be identified and assigned to different RTDS racks in order to reduce the computational burden on processors.

The control system software allows customisation of control system modules. It also provides greater flexibility for the development of sequences of events for the simulations.

13.2.2 **RTDS applications**

**Protective relay testing**

Combined with appropriate voltage and current amplification, the RTDS can be used to perform closed-loop relay tests, ranging from the application of simple voltage and current waveforms through to complicated sequencing within a complex power
system model. The availability of an extensive library, which includes measurement transducers, permits testing the relays under realistic system conditions. The relay is normally connected via analogue output channels to voltage and current amplifiers. Auxiliary contacts of the output relay are, in turn, connected back to circuit breaker models using the RTDS digital input ports. A sketch of the relay testing facility is shown in Figure 13.4.

By way of example, Figure 13.5 shows a typical set of voltages and currents at the location of a distance protection relay [5]. The fault condition was a line-to-line short on the high voltage side of a generator step-up transformer connected to a transmission line. The diagrams indicate the position of the relay trip signal, the circuit breakers opening (at current zero crossings) and the reclosing of the circuit breaker after fault removal.

**Control system testing**

Similarly to the concept described above for protection relay testing, the RTDS can be applied to the evaluation and testing of control equipment. The signals required by the control system (analogue and/or digital) are produced during the power system simulation, while the controller outputs are connected to input points on the particular power system component under simulation. This process closes the loop and permits the evaluation of the effect of the control system on the system under test.

Figure 13.6 illustrates a typical configuration for HVDC control system tests, where analogue voltage and current signals are passed to the control equipment, which in turn issues firing pulses to the HVDC converter valves in the power system model [9].

Figure 13.7 shows typical captured d.c. voltage and current waveforms that occur following a three-phase line to ground fault at the inverter end a.c. system.
13.3 Real-time implementation on standard computers

This section describes a DTNA that can perform real-time tests on a standard multipurpose parallel computer. The interaction between the real equipment under test and the simulated power system is carried out at every time step. A program based on the parallel processing architecture is used to reduce the solution time [10], [11].
The general structure of the DTNA system is shown in Figure 13.8. A standard HP-CONVEX computer is used, with an internal architecture based on a crossbar that permits complete intercommunication between the different processors. This increases the computing power linearly with the number of processors, unlike most computers, which soon reach their limit due to bus congestion.

The basic unit input/output (I/O) design uses two VME racks (for up to 32 analogue channels) and allows the testing of three relays simultaneously. Additional VME racks and I/O boards can be used to increase the number of test components. The
only special-purpose device to be added to the standard computer is a communication board, needed to interface the computer and the I/O systems.

Each board provides four independent 16-bit ADC and DAC converters, allowing the simultaneous sampling of four analogue inputs. Moreover, all the boards are synchronised to ensure that all the signals are sampled at exactly the same time.

Each of the digital and logical I/O units provides up to 96 logical channels or 12 digital channels. Most standard buses are able to handle large quantities of data but require relatively long times to initialise each transmission. In this application, however, the data sent at each time step is small but the transmission speed must be fast; thus, the VME based architecture must meet such requirements. Like other EMTP based algorithms, the ARENE’s version uses a linear interpolation to detect the switching instants, i.e. when a switching occurs at $t_x$ (in the time step between $t$ and $t + \Delta t$) then the solution is interpolated back to $t_x$. However, as some of the equipment (e.g. the D/A converters and amplifiers) need equal spacing between data points, the new values at $t_x$ are used as $t + \Delta t$ values. Then, in the next step an extrapolation is performed to get back on to the $t + 2\Delta t$ step [12]–[15].

Finally the characteristics and power rating of the amplifiers depend on the equipment to be tested.

### 13.3.1 Example of real-time test

The test system shown in Figure 13.9 consists of three lines, each 120 km long and a distance relay (under test). The relay is the only real piece of equipment, the rest of the system being represented in the digital simulator and the solution step used is $100 \mu$s. The simulated currents and voltages monitored by the current and voltage

![Figure 13.9 Test system](image-url)
transformers are sent to the I/O converters and to the amplifiers. The relays are directly connected to these amplifiers.

The test conditions are as follows: initially a 5 s run is carried out to achieve the steady state. Then a single-phase fault is applied to one of the lines 100 km away from the relay location.

Some of the results from the real-time simulation are illustrated in Figure 13.10. The top graph shows the current in the faulty phase, monitored on the secondary of the simulated current transformer. The lower graph shows the voltage of the faulty phase, monitored on the secondary of the simulated capacitive voltage transformer.

Important information derived from these graphs is the presence of some residual voltage in the faulty phase, due to capacitive coupling to other phases (even though the line is opened at both ends). The self-extinguishing fault disappears after 100 ms. The relay recloser sends a closing order to the breakers after 330 ms. Then after a transient period the current returns to the steady-state condition.

13.4 Summary

Advances in digital parallel processing, combined with the ability of power systems to be processed by means of subsystems, provides the basis for real-time transient simulation.

Simulation in real-time permits realistic testing of the behaviour of control and protection systems. This requires the addition of digital to analogue and analogue to digital converters, as well as analogue signal amplifiers.
Transient simulation in real time

The original, and at present still the main application in the market, is a simulator based on dedicated architecture called RTDS (real-time digital simulator). This unit practically replaced all the scale-down physical simulators and can potentially represent any size system.

The development of multipurpose parallel computing is now providing the basis for real-time simulation using standard computers instead of dedicated architectures, and should eventually provide a more economical solution.
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Appendix A

Structure of the PSCAD/EMTDC program

PSCAD/EMTDC version 2 consists of a set of programs which enable the efficient simulation of a wide variety of power system networks. EMTDC (Electromagnetic Transient and DC) [1], [2], although based on the EMTP method, introduced a number of modifications so that switching discontinuities could be accommodated accurately and quickly [3], the primary motivation being the simulation of HVDC systems. PSCAD (Power Systems Computer Aided Design) is a graphical Unix-based user interface for the EMTDC program. PSCAD consists of software enabling the user to enter a circuit graphically, create new custom components, solve transmission line and cable parameters, interact with an EMTDC simulation while in progress and to process the results of a simulation [4].

The programs comprising PSCAD version 2 are interfaced by a large number of data files which are managed by a program called FILEMANAGER. This program also provides an environment within which to call the other five programs and to perform housekeeping tasks associated with the Unix system, as illustrated in Figure A.1. The starting point for any study with EMTDC is to create a graphical sketch of the circuit to be solved using the DRAFT program. DRAFT provides the user with a canvas area and a selection of component libraries (shown in Figure A.2).

![Figure A.1](image_url)  The PSCAD/EMTDC Version 2 suite
A library is a set of component icons, any of which can be dragged to the canvas area and connected to other components by bus-work icons. Associated with each component icon is a form into which component parameters can be entered. The user can create component icons, the forms to go with them and FORTRAN code to describe how the component acts dynamically in a circuit. Typical components are multi-winding transformers, six-pulse groups, control blocks, filters, synchronous machines, circuit-breakers, timing logic, etc.

The output from DRAFT is a set of files which are used by EMTDC. EMTDC is called from the PSCAD RUNTIME program, which permits interactions with the simulation while it is in progress. Figure A.3 shows RUNTIME plotting the output variables as EMTDC simulates. RUNTIME enables the user to create buttons, slides, dials and plots connected to variables used as input or output to the simulation (shown in Figure A.4). At the end of simulation, RUNTIME copies the time evolution of specified variables into data files. The complete state of the system at the end of simulation can also be copied into a snapshot file, which can then be used as the starting point for future simulations. The output data files from EMTDC can be plotted and manipulated by the plotting programs UNIPILOT or MULTIPILOT. MULTIPILOT allows multiple pages to be laid out, with multiple plots per page and the results from different runs shown together. Figure A.5 shows a MULTIPILOT display of the results from two different simulations. A calculator function and off-line DFT function are
Figure A.3  RUNTIME program

Figure A.4  RUNTIME program showing controls and metering available
also very useful features. The output files can also be processed by other packages, such as MATLAB, or user-written programs, if desired. Ensure \% is the first character in the title so that the files do not need to be manually inserted after each simulation run if MATLAB is to be used for post-processing.

All the intermediate files associated with the PSCAD suite are in text format and can be inspected and edited. As well as compiling a circuit schematic to input files required by EMTDC, DRAFT also saves a text-file description of the schematic, which can be readily distributed to other PSCAD users. A simplified description of the PSCAD/EMTDC suite is illustrated in Figure A.6. Not shown are many batch files, operating system interface files, set-up files, etc.

EMTDC consists of a main program primarily responsible for finding the network solution at every time step, input and output, and supporting user-defined component models. The user must supply two FORTRAN source-code subroutines to EMTDC – DSDYN.F and DSOUT.F. Usually these subroutines are automatically generated by DRAFT but they can be completely written or edited by hand. At the start of simulation these subroutines are compiled and linked with the main EMTDC object code.

DSDYN is called each time step before the network is solved and provides an opportunity for user-defined models to access node voltages, branch currents or internal variables. The versatility of this approach to user-defined component modules means that EMTDC has enjoyed wide success as a research tool. A flowchart for the

Figure A.5  MULTI PLOT program
EMTDC program, illustrated in Figure A.7, indicates that the DSOUT subroutine is called after the network solution. The purpose of the subroutine is to process variables prior to being written to an output file. Again, the user has responsibility for supplying this FORTRAN code, usually automatically from DRAFT. The external multiple-run loop in Figure A.7 permits automatic optimisation of system parameters for some specified goal, or the determination of the effect of variation in system parameters.
Figure A.7  PSCAD/EMTDC flow chart
The main component models used in EMTDC, i.e. transmission lines, synchronous generators and transformers, as well as control and switching modelling techniques, have already been discussed in previous chapters.

Due to the popularity of the WINDOWS operating system on personal computers, a complete rewrite of the successful UNIX version was performed, resulting in PSCAD version 3. New features include:

- The function of DRAFT and RUNTIME has been combined so that plots are put on the circuit schematic (as shown in Figure A.8).
- The new graphical user interface also supports: hierarchical design of circuit pages and localised data generation only for modified pages, single-line diagram data entry, direct plotting of all simulation voltages, currents and control signals, without writing to output files and more flexible multiple-run control.
- A MATLAB to PSCAD/EMTDC interface has been developed. The interface enables controls or devices to be developed in MATLAB, and then connected in any sequence to EMTDC components. Full access to the MATLAB toolboxes will be supported, as well as the full range of MATLAB 2D and 3D plotting commands.
- EMTDC V3 includes ideal switches with zero resistance, ideal voltage sources, improved storage methods and faster switching operations. Fortran 90/95 will be given greater support.
- A new solution algorithm (the root-matching technique) is implemented for control circuits which eliminates the errors due to trapezoidal integration but which is still numerically stable.

Figure A.8  PSCAD Version 3 interface
New transmission-line and cable models using the phase domain (as opposed to modal domain) techniques coupled with more efficient curve fitting algorithms have been implemented, although the old models are available for compatibility purposes.

To date an equivalent for the very powerful MULTIPLY post-processing program is not available, necessitating exporting to MATLAB for processing and plotting.

PSCAD version 2 had many branch quantities that were accessed using the node numbers of its terminals (e.g. CDC, EDC, GDC, CCDC, etc.). These have been replaced by arrays (GEQ, CBR, EBR, CCBR, etc.) that are indexed by branch numbers. For example CBR(10,2) is the 10th branch in subsystem 2. This allows an infinite number of branches in parallel whereas version 2 only allowed three switched branches in parallel. Version 2 had a time delay in the plotting of current through individual parallel switches (only in plotting but not in calculations). This was because the main algorithm only computed the current through all the switches in parallel, and the allocation of current in individual switches was calculated from a subroutine called from DSDYN. Old version 2 code can still run on version 3, as interface functions have been developed that scan through all branches until a branch with the correct sending and receiving nodes is located. Version 2 code that modifies the conductance matrix GDC directly needs to be manually changed to GEQ.

Version 4 of PSCAD/EMTDC is at present being developed. In version 3 a circuit can be split into subpages using page components on the main page. If there are ten page components on the main page connected by transmission lines or cables, then there will be ten subsystems regardless of the number of subpages branching off other pages. Version 4 has a new single line diagram capability as well as a new transmission line and cable interface consisting of one object, instead of the three currently used (sending end, receiving end and line constants information page). The main page will show multiple pages with transmission lines directly connected to electrical connections on the subpage components. PSCAD will optimally determine the subsystem splitting and will form subsystems wherever possible.
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Appendix B
System identification techniques

B.1 $s$-domain identification (frequency domain)

The rational function in $s$ to be fitted to the frequency domain data is:

$$H(s) = \frac{a_0 + a_1 s^1 + a_2 s^2 + \cdots + a_n s^n}{1 + b_1 s^1 + b_2 s^2 + \cdots + b_n s^n}$$  \hspace{1cm} (B.1)

where $N \leq n$.

The frequency response of equation B.1 is:

$$H(j\omega) = \frac{\sum_{k=0}^{N}(a_k(j\omega)^k)}{\sum_{k=0}^{n}(b_k(j\omega)^k)}$$  \hspace{1cm} (B.2)

where $b_0 = 1$.

Letting the sample data be $c(j\omega) + j d(j\omega)$, and equating it to equation B.2 yields

$$c(j\omega) + j d(j\omega) = \frac{(a_0 - a_2 \omega^2_k + a_4 \omega^4_k - \cdots) + j \left( a_1 \omega_k - a_3 \omega^3_k - a_5 \omega^5_k - \cdots \right)}{(1 - b_2 \omega^2_k + b_4 \omega^4_k - \cdots) + j \left( b_1 \omega_k - b_3 \omega^3_k - b_5 \omega^5_k - \cdots \right)}$$  \hspace{1cm} (B.3)

or

$$(c(j\omega) + j d(j\omega)) \left( (1 - b_2 \omega^2_k + b_4 \omega^4_k - \cdots) + j (b_1 \omega_k - b_3 \omega^3_k - b_5 \omega^5_k - \cdots) \right) = (a_0 - a_2 \omega^2_k + a_4 \omega^4_k - \cdots) + j \left( a_1 \omega_k - a_3 \omega^3_k - a_5 \omega^5_k - \cdots \right)$$  \hspace{1cm} (B.4)

Splitting into real and imaginary parts yields:

$$-d_k(j\omega) \cdot (b_1 \omega_k - b_3 \omega^3_k - b_5 \omega^5_k - \cdots) + c(j\omega) \cdot (b_2 \omega^2_k + b_4 \omega^4_k - \cdots)$$

$$- \left( a_0 - a_2 \omega^2_k + a_4 \omega^4_k - \cdots \right) = -c(j\omega)$$

$$d_k(j\omega) \cdot (-b_2 \omega^2_k + b_4 \omega^4_k - \cdots) + c(j\omega) \cdot (b_1 \omega_k - b_3 \omega^3_k - b_5 \omega^5_k - \cdots)$$

$$- \left( a_1 \omega_k - a_3 \omega^3_k - a_5 \omega^5_k - \cdots \right) = -d(j\omega)$$
This must hold for each sample point and therefore assembling into a matrix equation gives

\[
\begin{bmatrix}
-d(j\omega_1)\omega_1 & -c(j\omega_1)\omega_1^2 & d(j\omega_1)\omega_1^3 & \cdots & t_1 & -1 & 0 & \omega_1^2 & 0 & \omega_1^4 & \cdots & t_2 \\
-d(j\omega_2)\omega_2 & -c(j\omega_2)\omega_2^2 & d(j\omega_2)\omega_2^3 & \cdots & t_1 & -1 & 0 & \omega_2^2 & 0 & \omega_2^4 & \cdots & t_2 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
-d(j\omega_k)\omega_k & -c(j\omega_k)\omega_k^2 & d(j\omega_k)\omega_k^3 & \cdots & t_1 & -1 & 0 & \omega_k^2 & 0 & \omega_k^4 & \cdots & t_2 \\
c(j\omega_1)\omega_1 & d(j\omega_1)\omega_1^2 & c(j\omega_1)\omega_1^3 & \cdots & t_3 & 0 & -\omega_1 & 0 & \omega_1^3 & 0 & \cdots & t_4 \\
c(j\omega_2)\omega_2 & d(j\omega_2)\omega_2^2 & c(j\omega_2)\omega_2^3 & \cdots & t_3 & 0 & -\omega_2 & 0 & \omega_2^3 & 0 & \cdots & t_4 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
c(j\omega_k)\omega_k & d(j\omega_k)\omega_k^2 & c(j\omega_k)\omega_k^3 & \cdots & t_3 & 0 & -\omega_k & 0 & \omega_k^3 & 0 & \cdots & t_4 \\
\end{bmatrix}
\begin{bmatrix}
 b_1 \\
b_2 \\
\vdots \\
b_n \\
a_0 \\
a_1 \\
\vdots \\
a_n \\
\end{bmatrix}
\]

where the terms \(t_1\), \(t_2\), \(t_3\), and \(t_4\) are

\[
\begin{align*}
 t_1 &= \left( \sin \left( -\frac{l\pi}{2} \right) \omega_k^l d(j\omega_k) + \cos \left( \frac{l\pi}{2} \right) \omega_k^l c(j\omega_k) \right) \\
 t_2 &= \cos \left( -\frac{l\pi}{2} \right) \omega_k^l \\
 t_3 &= \left( \cos \left( \frac{l\pi}{2} \right) \omega_k^l d(j\omega_k) + \sin \left( \frac{l\pi}{2} \right) \omega_k^l c(j\omega_k) \right) \\
 t_4 &= \sin \left( -\frac{l\pi}{2} \right) \omega_k^l \\
 l &= \text{column number} \\
 k &= \text{row or sample number}
\end{align*}
\]

Equation B.5 is of the form:

\[
\begin{bmatrix} [A_{11}] & [A_{12}] \\ [A_{21}] & [A_{22}] \end{bmatrix} \begin{bmatrix} a \\ b \end{bmatrix} = \begin{bmatrix} C \\ D \end{bmatrix}
\]

(B.6)

where

\[
\begin{align*}
 a^T &= (a_0, a_1, a_2, a_3, \ldots, a_n) \\
b^T &= (b_1, b_2, b_3, \ldots, b_n) \\
 C^T &= (-c(j\omega_1), -c(j\omega_2), -c(j\omega_3), \ldots, -c(j\omega_k)) \\
 D^T &= (-d(j\omega_1), -d(j\omega_2), -d(j\omega_3), \ldots, -d(j\omega_k))
\end{align*}
\]

Equation B.6 is solved for the required coefficients (\(a\)'s and \(b\)'s).
B.2 \( \text{z-domain identification (frequency domain)} \)

The rational function in the \( \text{z-domain} \) to be fitted is:

\[
H(z) = \frac{a_0 + a_1 z^{-1} + a_2 z^{-2} + \cdots + a_n z^{-n}}{1 + b_1 z^{-1} + b_2 z^{-2} + \cdots + b_n z^{-n}} \tag{B.7}
\]

Evaluating the frequency response of the rational function in the \( \text{z-domain} \) and equating it to the sample data \((c(j\omega) + j d(j\omega))\) yields

\[
c(j\omega) + j d(j\omega) = \frac{\sum_{k=0}^{n} (a_k e^{-k j \omega \Delta t})}{1 + \sum_{k=1}^{n} (b_k e^{-k j \omega \Delta t})} \tag{B.8}
\]

Multiplying both sides by the denominator and rearranging gives:

\[
-c(j\omega) - j d(j\omega) = -\sum_{k=1}^{n} ((b_k (c(j\omega) + j d(j\omega)) - a_k) e^{-k j \omega \Delta t}) + a_0
\]

Splitting into real and imaginary components gives:

\[
\sum_{k=1}^{n} ((b_k c(j\omega) - a_k) \cos(k \omega \Delta t) - b_k d(j\omega) \sin(k \omega \Delta t)) - a_0 = -c(j\omega) \tag{B.9}
\]

for the real part and

\[
\sum_{k=1}^{n} ((-b_k c(j\omega) - a_k) \sin(k \omega \Delta t) + b_k d(j\omega) \cos(k \omega \Delta t)) = -d(j\omega) \tag{B.10}
\]

for the imaginary part.

Grouping in terms of the coefficients that are to be solved for \((a_k \text{ and } b_k)\) yields:

\[
\sum_{k=1}^{n} (b_k (c(j\omega) \cos(k \omega \Delta t) + d(j\omega) \sin(k \omega \Delta t)) - a_k \cos(k \omega \Delta t)) - a_0 = -c(j\omega) \tag{B.11}
\]

\[
\sum_{k=1}^{n} (b_k (d(j\omega) \cos(k \omega \Delta t) - c(j\omega) \sin(k \omega \Delta t)) + a_k \sin(k \omega \Delta t)) = -d(j\omega) \tag{B.12}
\]

This must hold for all sample points. Combining these equations for each sample point in matrix form gives the following matrix equation to be solved:

\[
\begin{bmatrix}
[A_{11}] & [A_{12}] \\
[A_{21}] & [A_{22}]
\end{bmatrix}
\begin{bmatrix} a \\ b \end{bmatrix} = \begin{bmatrix} C \\ D \end{bmatrix} \tag{B.13}
\]
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where

\[ a^T = (a_0, a_1, a_2, a_3, \ldots, a_n) \]
\[ b^T = (b_1, b_2, b_3, \ldots, b_n) \]
\[ C^T = (-c(j\omega_1), -c(j\omega_2), -c(j\omega_3), \ldots, -c(j\omega_m)) \]
\[ D^T = (-d(j\omega_1), -d(j\omega_2), -d(j\omega_3), \ldots, -d(j\omega_m)) \]

This is the same equation as for the \( s \)-domain fitting, except that the matrix \([A]\) (called the design matrix) comprises four different submatrices \([A_{11}], [A_{12}], [A_{21}], \) and \([A_{22}]\), i.e.

\[ A_{11} = \begin{pmatrix}
-1 & -\cos(\omega_1 \Delta t) & \cdots & -\cos(n\omega_1 \Delta t) \\
-1 & -\cos(\omega_2 \Delta t) & \cdots & -\cos(n\omega_2 \Delta t) \\
\vdots & \vdots & \ddots & \vdots \\
-1 & -\cos(\omega_m \Delta t) & \cdots & -\cos(n\omega_m \Delta t)
\end{pmatrix} \]

\[ A_{12} = \begin{pmatrix}
R_{11} & R_{12} & \cdots & R_{1n} \\
R_{21} & R_{22} & \cdots & R_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
R_{m1} & R_{m2} & \cdots & R_{mn}
\end{pmatrix} \]

\[ A_{21} = \begin{pmatrix}
0 & \sin(\omega_1 \Delta t) & \cdots & \sin(n\omega_1 \Delta t) \\
0 & \sin(\omega_2 \Delta t) & \cdots & \sin(n\omega_2 \Delta t) \\
\vdots & \vdots & \ddots & \vdots \\
0 & \sin(\omega_m \Delta t) & \cdots & \sin(n\omega_m \Delta t)
\end{pmatrix} \]

\[ A_{22} = \begin{pmatrix}
S_{11} & S_{12} & \cdots & S_{1n} \\
S_{21} & S_{22} & \cdots & S_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
S_{m1} & S_{m2} & \cdots & S_{mn}
\end{pmatrix} \]

where

\[ R_{ik} = c(k\omega_i) \cdot \cos(k\omega_i \Delta t) + d(k\omega_i) \cdot \sin(k\omega_i \Delta t) \]
\[ S_{ik} = d(k\omega_i) \cdot \cos(k\omega_i \Delta t) - c(k\omega_i) \cdot \sin(k\omega_i \Delta t) \]
\( n = \) order of the rational function
\( m = \) number of frequency sample points.

As the number of sample points exceeds the number of unknown coefficients singular value decomposition is used to solve equation B.13.

The least squares approach ‘smears out’ the fitting error over the frequency spectrum. This is undesirable as it is important to obtain accurately the steady-state
Adding weighting factors allows this to be achieved. The power frequency is typically given a weighting of 100 (the other frequencies are weighted 1.0).

Adding weighting factors results in equations B.11 and B.12 becoming:

\[
-c(j\omega)w(j\omega) = \sum_{k=1}^{n} (w(j\omega)b_k(c(j\omega) \cos(k\omega\Delta t) + d(j\omega) \sin(k\omega\Delta t)))
\]
\[
- a_k w(j\omega) \sin(k\omega\Delta t)) - w(j\omega)a_0 \tag{B.14}
\]

\[
-d(j\omega)w(j\omega) = \sum_{k=1}^{n} (w(j\omega)b_k(d(j\omega) \cos(k\omega\Delta t) - c(j\omega) \sin(k\omega\Delta t)))
\]
\[
- a_k w(j\omega) \sin(k\omega\Delta t)) \tag{B.15}
\]

### B.3 z-domain identification (time domain)

When the sampled data consists of samples in time rather than frequency, a rational function in the z-domain can be identified, provided the system has been excited by a waveform that contains the frequency components at which the matching is required. This is achieved by a multi-sine injection.

Given a rational function of the form of equation B.7, if admittance is being fitted then

\[
I(z) \left(1 + b_1 z^{-1} + b_2 z^{-2} + \cdots + b_n z^{-n}\right)
\]
\[
= \left(a_0 + a_1 z^{-1} + a_2 z^{-2} + \cdots + a_n z^{-n}\right) V(z) \tag{B.16}
\]

or

\[
I(z) = -I(z) \left(b_1 z^{-1} + b_2 z^{-2} + \cdots + b_n z^{-n}\right)
\]
\[
+ \left(a_0 + a_1 z^{-1} + a_2 z^{-2} + \cdots + a_n z^{-n}\right) V(z) \tag{B.17}
\]

Taking the inverse z-transform gives:

\[
i(t) = - \sum_{k=1}^{n} b_k i(t - k\Delta t) + \sum_{k=0}^{n} a_k v(t - k\Delta t) \tag{B.18}
\]
and in matrix form
\[
\begin{bmatrix}
  v(t_1) v(t_1 - \Delta t) v(t_1 - 2\Delta t) \cdots v(t_1 - n\Delta t) - i(t_1 - \Delta t) - i(t_1 - 2\Delta t) \cdots i(t_1 - n\Delta t) \\
v(t_2) v(t_2 - \Delta t) v(t_2 - 2\Delta t) \cdots v(t_2 - n\Delta t) - i(t_2 - \Delta t) - i(t_2 - 2\Delta t) \cdots i(t_2 - n\Delta t) \\
\vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots \\
v(t_k) v(t_k - \Delta t) v(t_k - 2\Delta t) \cdots v(t_k - n\Delta t) - i(t_k - \Delta t) - i(t_k - 2\Delta t) \cdots i(t_k - n\Delta t)
\end{bmatrix}
\times
\begin{bmatrix}
a_0 \\
a_1 \\
\vdots \\
a_n \\
b_1 \\
b_2 \\
\vdots \\
b_n
\end{bmatrix}
= \begin{bmatrix}
i(t_1) \\
i(t_2) \\
\vdots \\
i(t_k)
\end{bmatrix}
\tag{B.19}
\]

where 

\begin{align*}
  k &= \text{time sample number} \\
n &= \text{order of the rational function (}k > p, \text{i.e. over-sampled}).
\end{align*}

The time step must be chosen sufficiently small to avoid aliasing, i.e. \(\Delta t = 1/(K_1 f_{\text{max}})\), where \(K_1 > 2\) (Nyquist criteria) and \(f_{\text{max}}\) is the highest frequency injected. For instance if \(K_1 = 10\) and \(\Delta t = 50\mu s\) there will be 4000 samples points per cycle (20 ms for 50 Hz). This equivalent is easily extended to multi-port equivalents [1]. For an \(m\)-port equivalent there will be \(m(m + 1)/2\) rational functions to be fitted.

### B.4 Prony analysis

Prony analysis identifies a rational function that will have a prescribed time-domain response [2]. Given the rational function:

\[
H(z) = \frac{Y(z)}{U(z)} = \frac{a_0 + a_1 z^{-1} + a_2 z^{-2} + \cdots + a_n z^{-N}}{1 + b_1 z^{-1} + b_2 z^{-2} + \cdots + b_d z^{-n}}
\tag{B.20}
\]

the impulse response of \(h(k)\) is related to \(H(z)\) by the \(z\)-transform, i.e.

\[
H(z) = \sum_{k=0}^{\infty} h(k) z^{-1}
\tag{B.21}
\]

which can be written as

\[
Y(z) \left(1 + b_1 z^{-1} + b_2 z^{-2} + \cdots + b_d z^{-n}\right)
= U(z) \left(a_0 + a_1 z^{-1} + a_2 z^{-2} + \cdots + a_n z^{-N}\right)
\tag{B.22}
\]
This is the \( z \)-domain equivalent of a convolution in the time domain. Using the first \( L \) terms of the impulse response the convolution can be expressed as:

\[
\begin{bmatrix}
  h_0 & 0 & 0 & \cdots & 0 \\
  h_1 & h_0 & 0 & \cdots & 0 \\
  h_2 & h_1 & h_0 & \cdots & 0 \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  h_n & h_{n-1} & h_{n-2} & \cdots & h_0 \\
  h_{n+1} & h_n & h_{n-1} & \cdots & h_1 \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  h_L & h_{L-1} & h_{L-2} & \cdots & h_{L-n}
\end{bmatrix}
\begin{bmatrix}
  1 \\
  b_1 \\
  b_2 \\
  \vdots \\
  b_n
\end{bmatrix}
= 
\begin{bmatrix}
  -a_0 \\
  -a_1 \\
  \vdots \\
  -a_N \\
  0 \\
  0 \\
  \vdots \\
  0
\end{bmatrix}
\] (B.23)

Partitioning gives:

\[
\begin{bmatrix}
  a \\
  0
\end{bmatrix} = 
\begin{bmatrix}
  [H_1] \\
  [h_1]
\end{bmatrix}
\begin{bmatrix}
  1 \\
  b
\end{bmatrix}
\] (B.24)

The dimensions of the vectors and matrices are:

- \( a \) \((N + 1)\) vector
- \( b \) \((n + 1)\) vector
- \([H_1]\) \((N + 1) \times (n + 1)\) matrix
- \([h_1]\) vector of last \((L - N)\) terms of impulse response
- \([H_2]\) \((L - N) \times (n)\) matrix.

The \( b \) coefficients are determined by using the sample points more than \( n \) time steps after the input has been removed. When this occurs the output is no longer a function of the input (equation B.22) but only depends on the \( b \) coefficients and previous output values (lower partition of equation B.24), i.e.

\[ 0 = [h_1] + [H_2]b \]

or

\[ [h_1] = -[H_2]b \] (B.25)

Once the \( b \) coefficients are determined the \( a \) coefficients are obtained from the upper partition of equation B.24, i.e.

\[ b = [H_1]a \]

When \( L = N + n \) then \( H_2 \) is square and, if non-singular, a unique solution for \( b \) is obtained. If \( H_2 \) is singular many solutions exist, in which case \( h(k) \) can be generated by a lower order system.

When \( m > n + N \) the system is over-determined and the task is to find \( a \) and \( b \) coefficients that give the best fit (minimise the error). This can be obtained solving equation B.25 using the SVD or normal equation approach, i.e.

\[ [H_2]^T[h_1] = -[H_2]^T[H_2]b \]
B.5 Recursive least-squares curve-fitting algorithm

A least-squares curve fitting algorithm is described here to extract the fundamental frequency data based on a least squared error technique. We assume a sinusoidal signal with a frequency of $\omega$ radians/sec and a phase shift of $\psi$ relative to some arbitrary time $T_0$, i.e.

$$y(t) = A \sin(\omega t - \psi) \quad (B.26)$$

where $\psi = \omega T_0$.

This can be rewritten as

$$y(t) = A \sin(\omega t) \cos(\omega T_0) - A \cos(\omega t) \sin(\omega T_0) \quad (B.27)$$

Letting $C_1 = A \cos(\omega T_0)$ and $C_2 = A \sin(\omega T_0)$ and representing $\sin(\omega t)$ and $\cos(\omega t)$ by functions $F_1(t)$ and $F_2(t)$ respectively, then:

$$y(t) = C_1 F_1(t) + C_2 F_2(t) \quad (B.28)$$

$F_1(t)$ and $F_2(t)$ are known if the fundamental frequency $\omega$ is known. However, the amplitude and phase of the fundamental frequency need to be found, so equation B.28 has to be solved for $C_1$ and $C_2$. If the signal $y(t)$ is distorted, then its deviation from a sinusoid can be described by an error function $E$, i.e.

$$x(t) = y(t) + E \quad (B.29)$$

For a least squares method of curve fitting, the size of the error function is measured by the sum of the individual residual squared values, such that:

$$E = \sum_{i=1}^{n} \{x_i - y_i\}^2 \quad (B.30)$$

where $x_i = x(t_0 + i \Delta t)$ and $y_i = y(t_0 + i \Delta t)$. From equation B.28

$$E = \sum_{i=1}^{n} (x_i - C_1 F_1(t_i) - C_2 F_2(t_i))^2 \quad (B.31)$$

where the residual value $r$ at each discrete step is defined as:

$$r_i = x_i - C_1 F_1(t_i) - C_2 F_2(t_i) \quad (B.32)$$

In matrix form:

$$\begin{bmatrix} r_1 \\ r_2 \\ \vdots \\ r_n \end{bmatrix} = \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_n \end{bmatrix} - \begin{bmatrix} F_1(t_1) & F_2(t_1) \\ F_1(t_2) & F_2(t_2) \\ \vdots & \vdots \\ F_1(t_n) & F_2(t_n) \end{bmatrix} \begin{bmatrix} C_1 \\ C_2 \end{bmatrix} \quad (B.33)$$
or
\[ [r] = [X] - [F][C] \]  
(B.34)

The error component can be described in terms of the residual matrix as follows:
\[
E = [r]^T [r] = r_1^2 + r_2^2 + \cdots + r_n^2
\]
\[
= ([X] - [F][C])^T ([X] - [F][C])
\]
\[
\]

This error then needs to be minimised, i.e.
\[
\frac{\partial E}{\partial C} = -2[F]^T [X] + 2[F]^T [F][C] = 0
\]
\[
[F]^T [F][C] = [F]^T [X]
\]
\[
[C] = ([F]^T [F])^{-1} [F]^T [X]
\]

If \([A] = [F]^T [F]\) and \([B] = [F]^T [X]\) then:
\[
[C] = [A]^{-1} [B]
\]
(B.37)

Therefore
\[
[A] = \begin{bmatrix} F_1 \\ F_2 \end{bmatrix} \begin{bmatrix} F_1 & F_2 \end{bmatrix} = \begin{bmatrix} F_1 F_1(t_i) & F_1 F_2(t_i) \\ F_2 F_1(t_i) & F_2 F_2(t_i) \end{bmatrix} = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix}
\]

Elements of matrix \([A]\) can then be derived as follows:
\[
a_{11_n} = \begin{bmatrix} F_1(t_1) \\ \vdots \\ F_1(t_n) \end{bmatrix}^T \begin{bmatrix} F_1(t_1) \\ \vdots \\ F_1(t_n) \end{bmatrix} = \sum_{i=1}^{n-1} F_1^2(t_i) + F_1^2(t_n)
\]
\[
= a_{11_{n-1}} + F_1^2(t_n) \quad \text{(B.38)}
\]

etc.

Similarly:
\[
[B] = \begin{bmatrix} F_1(t_i)x(t_i) \\ F_2(t_i)x(t_i) \end{bmatrix} = \begin{bmatrix} b_1 \\ b_2 \end{bmatrix}
\]

and
\[
b_{1n} = b_{1n-1} + F_1(t_n)x(t_n) \quad \text{(B.39)}
\]
\[
b_{2n} = b_{2n-1} + F_2(t_n)x(t_n) \quad \text{(B.40)}
\]

From these matrix element equations, \(C_1\) and \(C_2\) can be calculated recursively using sequential data.
B.6 References


Appendix C
Numerical integration

C.1 Review of classical methods

Numerical integration is needed to calculate the solution $x(t + \Delta t)$ at time $t + \Delta t$ from knowledge of previous time points. The local truncation error (LTE) is the error introduced by the solution at $x(t + \Delta t)$ assuming that the previous time points are exact. Thus the total error in the solution $x(t + \Delta t)$ is determined by LTE and the build-up of error at previous time points (i.e. its propagation through the solution). The stability characteristics of the integration algorithm are a function of how this error propagates.

A numerical integration algorithm is either explicit or implicit. In an explicit integration algorithm the integral of a function $f$, from $t$ to $t + \Delta t$, is obtained without using $f(t + \Delta t)$. An example of explicit integration is the forward Euler method:

$$x(t + \Delta t) = x(t) + \Delta t \cdot f(x(t), t) \quad (C.1)$$

In an implicit integration algorithm $f(x(t + \Delta t), t + \Delta t)$ is required to calculate the solution at $x(t + \Delta t)$. Examples are, the backward Euler method, i.e.

$$x(t + \Delta t) = x(t) + \Delta t \cdot f(x(t + \Delta t), t + \Delta t) \quad (C.2)$$

and the trapezoidal rule, i.e.

$$x(t + \Delta t) = x(t) + \frac{\Delta t}{2} \left[ f(x(t), t) + f(x(t + \Delta t), t + \Delta t) \right] \quad (C.3)$$

There are various ways of developing numerical integration algorithms, such as manipulation of Taylor series expansions or the use of numerical solution by polynomial approximation. Among the wealth of material from the literature, only a few of the classical numerical integration algorithms have been selected for presentation here [1]–[3].
Runge–Kutta (fourth-order):

\[
x(t + \Delta t) = x(t) + \Delta t \left[ \frac{1}{6}k_1 + \frac{1}{3}k_2 + \frac{1}{3}k_3 + \frac{1}{6}k_4 \right]
\]  
(C.4)

\[
k_1 = f(x(t), t)
\]

\[
k_2 = f \left( x(t) + \frac{\Delta t}{2}, x(t) + \frac{\Delta t}{2} \right)
\]

\[
k_3 = f \left( x(t) + \frac{\Delta t}{2}, x(t) + \frac{\Delta t}{2} \right)
\]

\[
k_4 = f(x(t) + \Delta t k_3, x(t) + \Delta t)
\]

Adams–Bashforth (third-order):

\[
x(t + \Delta t) = x(t) + \Delta t \left[ \frac{23}{12} f(x(t), t) - \frac{16}{12} f(x(t - \Delta t), t - \Delta t) + \frac{5}{12} f(x(t - 2\Delta t), t - 2\Delta t) \right]
\]  
(C.6)

Adams–Moulton (fourth-order):

\[
x(t + \Delta t) = x(t) + \Delta t \left[ \frac{9}{24} f(x(t + \Delta t), t + \Delta t) + \frac{19}{24} f(x(t), t) - \frac{5}{24} f(x(t - \Delta t), t - \Delta t) + \frac{1}{24} f(x(t - 2\Delta t), t - 2\Delta t) \right]
\]  
(C.7)

The method proposed by Gear is based on the equation:

\[
\dot{x}(t + \Delta t) = \sum_{i=0}^{k} \alpha_i x(t + (1 - i)\Delta t)
\]  
(C.8)

This method was modified by Shichman for circuit simulation using a variable time step. The Gear second-order method is:

\[
x(t + \Delta t) = \frac{4}{3} x(t) - \frac{1}{3} x(t - \Delta t) + \frac{2\Delta t}{3} f(x(t + \Delta t), t + \Delta t)
\]  
(C.9)

Numerical integration can be considered a sampled approximation of continuous integration, as depicted in Figure C.1. The properties of the sample-and-hold (reconstruction) determine the characteristics of the numerical integration formula. Due to the phase and magnitude errors in the process, compensation can be applied to generate a new integration formula. Consideration of numerical integration from a sample data viewpoint leads to the following tunable integration formula [4]:

\[
y_{n+1} = y_n + \lambda \Delta t \left( \gamma f_{n+1} + (1 - \gamma) f_n \right)
\]  
(C.10)

where \( \lambda \) is the gain parameter, \( \gamma \) is the phase parameter and \( y_{n+1} \) represents the \( y \) value at \( t + \Delta t \).
Figure C.1  Numerical integration from the sampled data viewpoint

Table C.1  Classical integration formulae as special cases of the tunable integrator

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>Integration Rule</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Forward Euler</td>
<td>$y_{n+1} = y_n + \Delta t f_n$</td>
</tr>
<tr>
<td>$\frac{1}{2}$</td>
<td>Trapezoidal</td>
<td>$y_{n+1} = y_n + \frac{\Delta t}{2} (f_{n+1} + f_n)$</td>
</tr>
<tr>
<td>1</td>
<td>Backward Euler</td>
<td>$y_{n+1} = y_n + \Delta t f_{n+1}$</td>
</tr>
<tr>
<td>$\frac{3}{2}$</td>
<td>Adams–Bashforth 2nd order</td>
<td>$y_{n+1} = y_n + \frac{\Delta t}{2} (3 f_{n+1} - f_n)$</td>
</tr>
<tr>
<td></td>
<td>Tunable</td>
<td>$y_{n+1} = y_n + \lambda \Delta t \left( y f_{n+1} + (1 - y) f_n \right)$</td>
</tr>
</tbody>
</table>

If $\lambda = 1$ and $\gamma = (1 + \alpha)/2$ then the trapezoidal rule with damping is obtained [5]. The selection of integer multiples of half for the phase parameter produces the classical integration formulae shown in Table C.1. These formulae are actually the same integrator, differing only in the amount of phase shift of the integrand.

With respect to the differential equation:

$$\dot{y}_{n+1} = f(y, t) \quad \text{(C.11)}$$

Table C.2 shows the various integration rules in the form of an integrator and differentiator.

Using numerical integration substitution for the differential equations of an inductor and a capacitor gives the Norton equivalent values shown in Tables C.3 and C.4 respectively.
Table C.2 Integrator formulae

<table>
<thead>
<tr>
<th>Integration rule</th>
<th>Integrator</th>
<th>Differentiator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trapezoidal rule</td>
<td>$y_{n+1} = y_n + \frac{\Delta t}{2} (f_{n+1} + f_n)$</td>
<td>$f_{n+1} \approx -f_n + \frac{2}{\Delta t} (y_{n+1} - y_n)$</td>
</tr>
<tr>
<td>Forward Euler</td>
<td>$y_{n+1} = y_n + \Delta t f_n$</td>
<td>$f_{n+1} \approx \frac{1}{\Delta t} (y_{n+2} - y_{n+1})$</td>
</tr>
<tr>
<td>Backward Euler</td>
<td>$y_{n+1} = y_n + \Delta t f_{n+1}$</td>
<td>$f_{n+1} \approx \frac{1}{\Delta t} (y_{n+1} - y_n)$</td>
</tr>
<tr>
<td>Gear 2nd order</td>
<td>$y_{n+1} = \frac{4}{3} y_n - \frac{1}{3} y_{n-1} + \frac{2\Delta t}{3} f_{n+1}$</td>
<td>$f_{n+1} \approx \frac{1}{\Delta t} \left( \frac{3}{2} y_{n+1} - 2 y_n + \frac{1}{2} y_{n-1} \right)$</td>
</tr>
<tr>
<td>Tunable</td>
<td>$y_{n+1} = y_n + \lambda \Delta t \left( \gamma f_{n+1} + (1 - \gamma) f_n \right)$</td>
<td>$f_{n+1} \approx \frac{-(1 - \gamma)}{\gamma} f_n + \frac{1}{\gamma \lambda \Delta t} (y_{n+1} - y_n)$</td>
</tr>
</tbody>
</table>

Table C.3 Linear inductor

<table>
<thead>
<tr>
<th>Integration Rule</th>
<th>$G_{\text{eff}}$</th>
<th>$I_{\text{History}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trapezoidal</td>
<td>$\frac{\Delta t}{2L}$</td>
<td>$i_n + \frac{\Delta t}{2L} v_n$</td>
</tr>
<tr>
<td>Backward Euler</td>
<td>$\frac{\Delta t}{L}$</td>
<td>$i_n$</td>
</tr>
<tr>
<td>Forward Euler</td>
<td>$-1$</td>
<td>$i_n + \frac{\Delta t}{L} v_n$</td>
</tr>
<tr>
<td>Gear 2nd order</td>
<td>$\frac{2\Delta t}{3L}$</td>
<td>$\frac{4}{3} i_n - \frac{1}{3} i_{n-1}$</td>
</tr>
<tr>
<td>Tunable</td>
<td>$\frac{\lambda \Delta t \gamma}{L}$</td>
<td>$i_n + \frac{\lambda \Delta t}{L} (1 - \gamma) v_n$</td>
</tr>
</tbody>
</table>

C.2 Truncation error of integration formulae

The exact expression of $y_{n+1}$ in a Taylor series is:

$$y_{n+1} = y_n + \Delta t \frac{dy_n}{dt} + \frac{\Delta t^2}{2} \frac{d^2 y_n}{dt^2} + \frac{\Delta t^3}{3!} \frac{d^3 y_n}{dt^3} + O(\Delta t^4) \quad \text{(C.12)}$$

1 Forward Euler does not contain a derivative term at $t_k + \Delta t$ hence difficult to apply
Table C.4  Linear capacitor

<table>
<thead>
<tr>
<th>Integration rule</th>
<th>$G_{eff}$</th>
<th>$I_{History}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trapezoidal</td>
<td>$\frac{2C}{\Delta t}$</td>
<td>$-\frac{2C}{\Delta t} v_n - i_n$</td>
</tr>
<tr>
<td>Backward Euler</td>
<td>$\frac{C}{\Delta t}$</td>
<td>$\frac{C}{\Delta t} v_n$</td>
</tr>
<tr>
<td>Gear 2nd order</td>
<td>$\frac{3C}{2\Delta t}$</td>
<td>$-\frac{2C}{\Delta t} v_n + \frac{C}{2\Delta t} v_{n-1}$</td>
</tr>
<tr>
<td>Tunable</td>
<td>$\frac{C}{\lambda \Delta y}$</td>
<td>$-\frac{(1-y)}{y} i_n - \frac{C}{\lambda \Delta + y} v_n$</td>
</tr>
</tbody>
</table>

where $O(\Delta t^4)$ represents fourth and higher order terms. The derivative at $n+1$ can also be expressed as a Taylor series, i.e.

$$\frac{dy_{n+1}}{dt} = \frac{dy_n}{dt} + \Delta t \frac{d^2 y_n}{dt^2} + \frac{\Delta t^2}{2} \frac{d^3 y_n}{dt^3} + O(\Delta t^4) \quad \text{(C.13)}$$

If equation C.12 is used in the trapezoidal rule then the trapezoidal estimate is:

$$\hat{y}_{n+1} = y_n + \frac{\Delta t}{2} \left( \frac{dy_n}{dt} + \frac{dy_{n+1}}{dt} \right)$$

$$= y_n + \frac{\Delta t}{2} \frac{dy_n}{dt} + \frac{\Delta t}{2} \left( \frac{dy_n}{dt} + \Delta t \frac{d^2 y_n}{dt^2} + \frac{\Delta t^2}{2} \frac{d^3 y_n}{dt^3} + O(\Delta t^4) \right)$$

$$= y_n + \frac{\Delta t}{2} \frac{dy_n}{dt} + \frac{\Delta t^2}{2} \frac{d^2 y_n}{dt^2} + \frac{\Delta t^3}{4} \frac{d^3 y_n}{dt^3} + \frac{\Delta t}{2} O(\Delta t^4) \quad \text{(C.14)}$$

The error caused in going from $y_n$ to $y_{n+1}$ is:

$$\epsilon_{n+1} = y_{n+1} - \hat{y}_{n+1} = \frac{\Delta t^3}{6} \frac{d^3 y_n}{dt^3} - \frac{\Delta t^3}{4} \frac{d^3 y_n}{dt^3} - \frac{\Delta t}{2} O(\Delta t^4)$$

$$= -\frac{\Delta t^3}{12} \frac{d^3 y_n}{dt^3} - \frac{\Delta t}{2} O(\Delta t^4) = -\frac{\Delta t^3}{12} \frac{d^3 y_n}{dt^3}$$

where $t_n \leq \epsilon \leq t_{n+1}$.

The resulting error arises because the trapezoidal formula represents a truncation of an exact Taylor series expansion, hence the term ‘truncation error’.

To illustrate this, consider a simple $RC$ circuit where the voltage across the resistor is of interest, i.e.

$$v_R(t) = RC \frac{dv_C(t)}{dt} = RC \frac{d(v_S(t) - Ri_R(t))}{dt} \quad \text{(C.15)}$$
If the applied voltage is a step function at $t = 0$ then $dv_S(t)/dt = 0$ and equation C.15 becomes:

$$v_R(t) = RC \frac{dv_R(t)}{dt} = \tau \frac{dv_R(t)}{dt} \quad \text{(C.16)}$$

The results for step lengths of $\tau/10$ and $\tau$ ($v_s = 50$ V) are shown in Tables C.5 and C.6 respectively. Gear second-order is a two-step method and hence the value at $\Delta T$ is required as initial condition.

For the trapezoidal rule the ratio $(1 - \Delta t/(2\tau))/(1 + \Delta t/(2\tau))$ remains less than 1, so that the solution does tend to zero for any time step size. However for $\Delta t > 2\tau$ it does so in an oscillatory manner and convergence may be very slow.

### C.3 Stability of integration methods

Truncation error is a localised property (i.e. local to the present time point and time step) whereas stability is a global property related to the growth or decay of errors introduced at each time point and propagated to successive time points. Stability depends on both the method and the problem.

Since general stability analysis is difficult the normal approach is to compare the stability of different methods for a single test equation, such as:

$$\dot{y} = f(y, t) = \lambda y \quad \text{(C.17)}$$
Table C.7 Stability region

<table>
<thead>
<tr>
<th>Integration rule</th>
<th>Formula</th>
<th>Region of stability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trapezoidal</td>
<td>$v_R(t + \Delta t) = \frac{(1 - \Delta t/(2\tau))}{(1 + \Delta t/(2\tau))} v_R(t)$</td>
<td>$0 &lt; \frac{\Delta t}{\tau}$</td>
</tr>
<tr>
<td>Forward Euler</td>
<td>$v_R(t + \Delta t) = (1 - \Delta t/\tau) v_R(t)$</td>
<td>$0 &lt; \frac{\Delta t}{\tau} &lt; 2$</td>
</tr>
<tr>
<td>Backward Euler</td>
<td>$v_R(t + \Delta t) = \frac{v_R(t)}{(1 + \Delta t/\tau)}$</td>
<td>$\Delta t/\tau &lt; -2$ and $0 &lt; \frac{\Delta t}{\tau}$</td>
</tr>
<tr>
<td>Gear 2nd order</td>
<td>$v_R(t + \Delta t) = \frac{4}{3} v_R(t) - \frac{v_R(t - \Delta t)}{3(1 + 2\Delta t/(3\tau))}$</td>
<td>$\Delta t/\tau &lt; -4$ and $0 &lt; \frac{\Delta t}{\tau}$</td>
</tr>
</tbody>
</table>

An algorithm is said to be A-stable if it results in a stable difference equation approximation to a stable differential equation. Hence the algorithm is A-stable if the numerical approximation of equation C.17 tends to zero for positive step length and eigenvalue, $\lambda$, in the left-hand half-plane. In other words for a stable differential equation an A-stable method will converge to the correct solution as time goes to infinity regardless of the step length or the accuracy at intermediate steps.

Table C.7 summarises the stability regions of the test system for the various integration formulae. It should be noted that numerical integration formulae do not possess regions of stability independent of the problem they are applied to. To examine the impact on the numerical stability of a system of equations, the integrator is substituted in and the stability of the resulting difference equations examined.

Where multiple time constants (hence eigenvalues) are present, the stability is determined by the smallest time constant (largest eigenvalue). However the response of interest is often determined by the larger time constants (small eigenvalues) present, thus requiring long simulation times to see it. These conflicting requirements lead to long simulation times with short time steps. Systems where the ratio of the largest to smallest eigenvalue is large are stiff systems.

C.4 References

Appendix D

Test systems data

D.1 CIGRE HVDC benchmark model

The CIGRE benchmark model [1] consists of weak rectifier and inverter a.c. systems resonant at the second harmonic and a d.c. system resonant at the fundamental frequency. Both a.c. systems are balanced and connected in star-ground. The system is shown in Figure D.1 with additional information in Tables D.1 and D.2. The HVDC link is a 12-pulse monopolar configuration with the converter transformers connected star-ground/star and star-ground/delta. Figures D.2–D.4 show the impedance scans of the a.c. and d.c. systems. A phase imbalance is created in the inverter a.c. system by inserting typically a 5.0 per cent resistance into one phase in series with the a.c. system.

D.2 Lower South Island (New Zealand) system

The New Zealand Lower South Island power system, shown in Figure D.5, is a useful test system due to its naturally imbalanced form and to the presence of a large power converter situated at the Tiwai-033 busbar. Apart from the converter installation, the

Figure D.1  CIGRE HVDC benchmark test system (all components in Ω, H and μF)
Table D.1 CIGRE model main parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Rectifier</th>
<th>Inverter</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.c. system voltage</td>
<td>345 kV l–l</td>
<td>230 kV l–l</td>
</tr>
<tr>
<td>a.c. system impedance magnitude</td>
<td>119.03 Ω</td>
<td>52.9 Ω</td>
</tr>
<tr>
<td>Converter transformer tap (prim. side)</td>
<td>1.01</td>
<td>0.989</td>
</tr>
<tr>
<td>Equivalent commutation reactance</td>
<td>27 Ω</td>
<td>27 Ω</td>
</tr>
<tr>
<td>d.c. voltage</td>
<td>505 kV</td>
<td>495 kV</td>
</tr>
<tr>
<td>d.c. current</td>
<td>2 kA</td>
<td>2 kA</td>
</tr>
<tr>
<td>Firing angle</td>
<td>15°</td>
<td>15°</td>
</tr>
<tr>
<td>d.c. power</td>
<td>1010 MW</td>
<td>990 MW</td>
</tr>
</tbody>
</table>

Table D.2 CIGRE model extra information

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rectifier a.c. voltage base</td>
<td>345.0 kV</td>
</tr>
<tr>
<td>Inverter a.c. voltage base</td>
<td>230 kV</td>
</tr>
<tr>
<td>Rectifier voltage source</td>
<td>1.088 / 22.18°</td>
</tr>
<tr>
<td>Inverter voltage source</td>
<td>0.935 / −23.14°</td>
</tr>
<tr>
<td>Nominal d.c. voltage</td>
<td>500 kV</td>
</tr>
<tr>
<td>Transformer power base</td>
<td>598 MVA</td>
</tr>
<tr>
<td>Transformer leakage reactance</td>
<td>0.18 pu</td>
</tr>
<tr>
<td>Transformer secondary voltage</td>
<td>211.42 kV</td>
</tr>
<tr>
<td>Nominal rectifier firing angle</td>
<td>15.0°</td>
</tr>
<tr>
<td>Nominal inverter extinction angle</td>
<td>15.0°</td>
</tr>
<tr>
<td>Thyristor forward voltage drop</td>
<td>0.001 kV</td>
</tr>
<tr>
<td>Thyristor onstate resistance</td>
<td>0.01 Ω</td>
</tr>
<tr>
<td>Snubber resistance</td>
<td>5000 Ω</td>
</tr>
<tr>
<td>Snubber capacitance</td>
<td>0.05 μF</td>
</tr>
<tr>
<td>d.c. current transducer gain</td>
<td>0.5</td>
</tr>
<tr>
<td>d.c. current transducer time constant</td>
<td>0.001 s</td>
</tr>
<tr>
<td>PI controller proportional gain</td>
<td>1.0989</td>
</tr>
<tr>
<td>PI controller time constant</td>
<td>0.0091 s</td>
</tr>
<tr>
<td>Type-1 filter</td>
<td>Shunt capacitor</td>
</tr>
<tr>
<td>Type-2 filter</td>
<td>Single tuned filter</td>
</tr>
<tr>
<td>Type-3 filter</td>
<td>Special CIGRE filter</td>
</tr>
</tbody>
</table>

system includes two major city loads that vary significantly over the daily period. The 220 kV transmission lines are all specified by their geometry and conductor specifications, and consequently are unbalanced and coupled between sequences. Tables D.3–D.9 show all of the necessary information.
Figure D.2  Frequency scan of the CIGRE rectifier a.c. system impedance

Figure D.3  Frequency scan of the CIGRE inverter a.c. system impedance
Table D.3  Converter information for the Lower South Island test system

<table>
<thead>
<tr>
<th>Converter</th>
<th>Phase shift</th>
<th>( X_1 )</th>
<th>( V_{pri} )</th>
<th>( V_{sec} )</th>
<th>( P_{base} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Converter 1</td>
<td>22.5°</td>
<td>0.05 pu</td>
<td>33.0 kV</td>
<td>5.0 kV</td>
<td>100 MVA</td>
</tr>
<tr>
<td>Converter 2</td>
<td>7.5°</td>
<td>0.05 pu</td>
<td>33.0 kV</td>
<td>5.0 kV</td>
<td>100 MVA</td>
</tr>
<tr>
<td>Converter 3</td>
<td>−7.5°</td>
<td>0.05 pu</td>
<td>33.0 kV</td>
<td>5.0 kV</td>
<td>100 MVA</td>
</tr>
<tr>
<td>Converter 4</td>
<td>−22.5°</td>
<td>0.05 pu</td>
<td>33.0 kV</td>
<td>5.0 kV</td>
<td>100 MVA</td>
</tr>
</tbody>
</table>

Table D.4  Transmission line parameters for Lower South Island test system

<table>
<thead>
<tr>
<th>Busbars</th>
<th>Length</th>
<th>Conductor type</th>
<th>Earth-wire type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manapouri-220 to Invercargill-220</td>
<td>152.90 km</td>
<td>GOAT (30/3.71 + 7/3.71 ACSR)</td>
<td>(7/3.05 Gehss)</td>
</tr>
<tr>
<td>Manapouri-220 to Tiwai-220</td>
<td>175.60 km</td>
<td>GOAT (30/3.71 + 7/3.71 ACSR)</td>
<td>(7/3.05 Gehss)</td>
</tr>
<tr>
<td>Invercargill-220 to Tiwai-220</td>
<td>24.30 km</td>
<td>GOAT (30/3.71 + 7/3.71 ACSR)</td>
<td>(7/3.05 Gehss)</td>
</tr>
<tr>
<td>Invercargill-220 to Roxburgh-220</td>
<td>129.80 km</td>
<td>ZEBRA (54/3.18 + 7/3.18 ACSR)</td>
<td>(7/3.05 Gehss)</td>
</tr>
<tr>
<td>Invercargill-220 to Roxburgh-220</td>
<td>132.20 km</td>
<td>ZEBRA (54/3.18 + 7/3.18 ACSR)</td>
<td>–</td>
</tr>
</tbody>
</table>

Figure D.4  Frequency scan of the CIGRE d.c. system impedance
Table D.5 Conductor geometry for Lower South Island transmission lines (in metres)

<table>
<thead>
<tr>
<th>Cx1</th>
<th>Cx2</th>
<th>Cx3</th>
<th>Cy1</th>
<th>Cy2</th>
<th>Cy3</th>
<th>Ex1</th>
<th>Ey1</th>
<th>Bundle sep.</th>
<th>Nc</th>
<th>Ne</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.80</td>
<td>6.34</td>
<td>4.42</td>
<td>12.50</td>
<td>18.00</td>
<td>23.50</td>
<td>0.00</td>
<td>28.94</td>
<td>0.46</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>4.80</td>
<td>6.34</td>
<td>4.42</td>
<td>12.50</td>
<td>18.00</td>
<td>23.50</td>
<td>0.00</td>
<td>29.00</td>
<td>0.45</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>4.77</td>
<td>6.29</td>
<td>4.41</td>
<td>12.50</td>
<td>17.95</td>
<td>23.41</td>
<td>1.52</td>
<td>28.26</td>
<td>0.46</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>0.00</td>
<td>6.47</td>
<td>12.94</td>
<td>12.50</td>
<td>12.50</td>
<td>12.50</td>
<td>4.61</td>
<td>18.41</td>
<td>–</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>0.00</td>
<td>7.20</td>
<td>14.40</td>
<td>12.50</td>
<td>12.50</td>
<td>12.50</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table D.6 Generator information for Lower South Island test system

<table>
<thead>
<tr>
<th>Busbar</th>
<th>$x_d''$</th>
<th>$V_{set}$</th>
<th>$P_{set}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manapouri-1014</td>
<td>0.037</td>
<td>1.0 pu</td>
<td>200.0 MW</td>
</tr>
<tr>
<td>Manapouri-2014</td>
<td>0.074</td>
<td>1.0 pu</td>
<td>200.0 MW</td>
</tr>
<tr>
<td>Roxburgh-1011</td>
<td>0.062</td>
<td>1.0 pu</td>
<td>Slack</td>
</tr>
</tbody>
</table>

Figure D.5 Lower South Island of New Zealand test system

= mutually coupled line

24-pulse 500 MW rectifier
Table D.7  Transformer information for the Lower South Island test system

<table>
<thead>
<tr>
<th>Pri. busbar</th>
<th>Sec. busbar</th>
<th>Pri. con.</th>
<th>Sec. con.</th>
<th>$R_l$(pu)</th>
<th>$X_l$(pu)</th>
<th>Tap (pu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manapouri-220</td>
<td>Manapouri-1014</td>
<td>Star-g</td>
<td>Delta</td>
<td>0.0006</td>
<td>0.02690</td>
<td>0.025 pri.</td>
</tr>
<tr>
<td>Manapouri-220</td>
<td>Manapouri-2014</td>
<td>Star-g</td>
<td>Delta</td>
<td>0.0006</td>
<td>0.05360</td>
<td>0.025 pri.</td>
</tr>
<tr>
<td>Roxburgh-220</td>
<td>Roxburgh-1011</td>
<td>Star-g</td>
<td>Delta</td>
<td>0.0006</td>
<td>0.03816</td>
<td>0.025 pri.</td>
</tr>
<tr>
<td>Invercargill-033</td>
<td>Invercargill-220</td>
<td>Star-g</td>
<td>Delta</td>
<td>0.0006</td>
<td>0.10290</td>
<td>0.025 pri.</td>
</tr>
<tr>
<td>Invercargill-033</td>
<td>Invercargill-220</td>
<td>Star-g</td>
<td>Delta</td>
<td>0.0006</td>
<td>0.03816</td>
<td>0.025 pri.</td>
</tr>
<tr>
<td>Roxburgh-011</td>
<td>Roxburgh-220</td>
<td>Star-g</td>
<td>Delta</td>
<td>0.0006</td>
<td>0.03816</td>
<td>0.025 pri.</td>
</tr>
<tr>
<td>Tiwai-220</td>
<td>Tiwai-033</td>
<td>Star-g</td>
<td>Star-g</td>
<td>0.0006</td>
<td>0.02083</td>
<td>–</td>
</tr>
</tbody>
</table>

Table D.8  System loads for Lower South Island test system (MW, MVar)

<table>
<thead>
<tr>
<th>Busbar</th>
<th>$P_a$</th>
<th>$Q_a$</th>
<th>$P_b$</th>
<th>$Q_b$</th>
<th>$P_c$</th>
<th>$Q_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Invercargill-033</td>
<td>45.00</td>
<td>12.00</td>
<td>45.00</td>
<td>12.00</td>
<td>45.00</td>
<td>12.00</td>
</tr>
<tr>
<td>Roxburgh-011</td>
<td>30.00</td>
<td>18.00</td>
<td>30.00</td>
<td>18.00</td>
<td>30.00</td>
<td>18.00</td>
</tr>
</tbody>
</table>

Table D.9  Filters at the Tiwai-033 busbar

<table>
<thead>
<tr>
<th>Connection</th>
<th>R (Ω)</th>
<th>L (mH)</th>
<th>C (μF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Star-g</td>
<td>0.606</td>
<td>19.30</td>
<td>21.00</td>
</tr>
<tr>
<td>Star-g</td>
<td>0.424</td>
<td>9.63</td>
<td>21.50</td>
</tr>
<tr>
<td>Star-g</td>
<td>2.340</td>
<td>17.20</td>
<td>3.49</td>
</tr>
<tr>
<td>Star-g</td>
<td>1.660</td>
<td>14.40</td>
<td>5.80</td>
</tr>
</tbody>
</table>

In Table D.5 the number of circuits is indicated by (Nc) and the conductor coordinates by (Cx) and (Cy) relative to the origin, which is in the middle of the tower and 12.5 m above the ground. The towers are symmetrical around the vertical axis hence only one side needs specifying. The number of earth-wires is indicated by (Ne) and their coordinates by (Ex) and (Ey). The line to line busbar voltage is given in kV by the last three digits of the busbar name. The power base is 100 MVA and the system frequency is 50 Hz. The filters at the Tiwai-033 busbar consist of three banks of series $RLC$ branches connected in star-ground.

The rating of the rectifier installation at the Tiwai-033 busbar is approximately 480 MW and 130 MVar. The rectifier has been represented by a 24-pulse installation connected in parallel on the d.c. side, by small linking reactors.
(\(R = 1 \mu\Omega, L = 1 \mu H\)) to an ideal current source (80 kA). The converters are diode rectifiers and the transformer specifications are given in Table D.3.

**D.3 Reference**

Appendix E

Developing difference equations

E.1 Root-matching technique applied to a first order lag function

This example illustrates the use of the root-matching technique to develop a difference equation as described in section 5.3. The first order lag function in the s-domain is expressed as:

\[ H(s) = \frac{G}{1 + s\tau} \]

The corresponding z-domain transfer function with pole matched (as \( z = e^{s\Delta t} \)) is

\[ H(z) = \frac{kz}{z - e^{-\Delta t/\tau}} \]

Applying the final value theorem to the s-domain transfer function

\[ \lim_{s \to 0} \{ s \cdot H(s)/s \} = G \]

Applying the final value theorem to the z-domain transfer function

\[ \lim_{z \to 1} \left\{ \frac{(z - 1)}{z} \cdot H(z) \right\} = k \left( 1 - e^{-\Delta t/\tau} \right) \]

Therefore

\[ k = G(1 - e^{-\Delta t/\tau}) \]

\[ \frac{I(z)}{V(z)} = H(z) = \frac{kz}{(z - e^{-\Delta t/\tau})} \]

Rearranging gives:

\[ I(z) \cdot (z - e^{-\Delta t/\tau}) = kzV(z) \]
\[ I(z) \cdot (1 - z^{-1} \cdot e^{-\Delta t/\tau}) = kV(z) \]
Hence

\[ I(z) = kV(z) + e^{-\Delta t/\tau} z^{-1} I(z) \]

or in the time domain the exponential form of difference equation becomes:

\[ i(t) = G(1 - e^{-\Delta t/\tau}) \cdot v(t) + e^{-\Delta t/\tau} i(t - \Delta t) \]  

(E.1)

### E.2 Root-matching technique applied to a first order differential pole function

This example illustrates the use of the root-matching technique to develop a difference equation as described in section 5.3, for a first order differential pole function. The \( s \)-domain expression for the first order differential pole function is:

\[ H(s) = \frac{Gs}{1 + s \tau} \]

The \( z \)-domain transfer function with pole and zero matched (using \( z = e^{s \Delta t} \)) is

\[ H(z) = \frac{k(z - 1)}{z - e^{-\Delta t/\tau}} \]

Applying the final value theorem to the \( s \)-domain transfer function for a unit ramp input:

\[ \lim_{s \to 0} \left\{ s \cdot H(s)/s^2 \right\} = G \]

Applying the final value theorem to the \( z \)-domain transfer function:

\[ \lim_{z \to 0} \left\{ \frac{(z - 1)}{z} \cdot H(z) \right\} \frac{z \Delta t}{(z - 1)^2} = \frac{k \Delta t}{1 - e^{-\Delta t/\tau}} \]

Therefore

\[ k = G(1 - e^{-\Delta t/\tau})/\Delta t \]

\[ \frac{I(z)}{V(z)} = H(z) = \frac{k \cdot (z - 1)}{(z - e^{-\Delta t/\tau})} \]

Rearranging gives:

\[ I(z)(z - e^{-\Delta t/\tau}) = k(z - 1) V(z) \]

\[ I(z)(1 - z^{-1} \cdot e^{-\Delta t/\tau}) = k(1 - z^{-1}) V(z) \]

Hence

\[ I(z) = kV(z) - k \cdot z^{-1} V(z) + e^{-\Delta t/\tau} z^{-1} I(z) \]
E.3 Difference equation by bilinear transformation for RL series branch

For comparison the bilinear transform is applied to the s-domain rational function for a series RL branch

\[ Y(s) = \frac{I(s)}{V(s)} = \frac{1}{R + sL} \]

Applying the bilinear transformation (\( s \approx 2(1 - z^{-1})/(\Delta t(1 + z^{-1})) \)):

\[ Y(z) = \frac{1}{R + 2L(1 - z^{-1})/(\Delta t(1 + z^{-1}))} \]

\[ = \frac{(1 + z^{-1})}{(R + 2L/\Delta t) + z^{-1} \cdot (R - 2L/\Delta t)} \]

\[ = \frac{(1 + z^{-1})/(R + 2L/\Delta t)}{1 + z^{-1} \cdot (R - 2L/\Delta t)/(R + 2L/\Delta t)} \quad (E.2) \]

E.4 Difference equation by numerical integrator substitution for RL series branch

Next numerical integrator substitution is applied to a series RL branch, to show that it does give the same difference equation as using the bilinear transform

\[ \frac{di}{dt} = \frac{1}{L} (v - R \cdot i) \]

Hence

\[ i_k = i_{k-1} + \int_{t-\Delta t}^{t} \frac{di}{dt} \, dt \]

Applying the trapezoidal rule gives:

\[ i_k = i_{k-1} + \frac{\Delta t}{2} \left( \frac{di_k}{dt} + \frac{di_{k-1}}{dt} \right) \]

Substituting in the branch equation yields:

\[ \frac{di}{dt} = \frac{1}{L} (v - R \cdot i) \]

\[ i_k = i_{k-1} + \int_{t-\Delta t}^{t} di \]

\[ i_k = i_{k-1} + \frac{\Delta t}{2} \left( \frac{di_k}{dt} + \frac{di_{k-1}}{dt} \right) \]

\[ i_k = i_{k-1} + \frac{\Delta t}{2} \left( \frac{1}{L} (v_k - R \cdot i_k) + \frac{1}{L} (v_{k-1} - R \cdot i_{k-1}) \right) \]
<table>
<thead>
<tr>
<th>Method</th>
<th>z-domain coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Root-matching method</td>
<td>$a_0 = G(1 - e^{-\Delta t/\tau})$</td>
</tr>
<tr>
<td></td>
<td>$a_1 = 0$</td>
</tr>
<tr>
<td></td>
<td>$b_0 = 1$</td>
</tr>
<tr>
<td></td>
<td>$b_1 = -e^{-\Delta t/\tau}$</td>
</tr>
<tr>
<td>Input type (a)</td>
<td>$a_0 = 0$</td>
</tr>
<tr>
<td></td>
<td>$a_1 = G(1 - e^{-\Delta t/\tau})$</td>
</tr>
<tr>
<td></td>
<td>$b_0 = 1$</td>
</tr>
<tr>
<td></td>
<td>$b_1 = -e^{-\Delta t/\tau}$</td>
</tr>
<tr>
<td>Root-matching method</td>
<td>$a_0 = 0$</td>
</tr>
<tr>
<td></td>
<td>$a_1 = G(1 - e^{-\Delta t/\tau})/2$</td>
</tr>
<tr>
<td></td>
<td>$b_0 = 1$</td>
</tr>
<tr>
<td></td>
<td>$b_1 = -e^{-\Delta t/\tau}$</td>
</tr>
<tr>
<td>Input type (c)</td>
<td>$a_0 = G \left( -e^{-\Delta t/\tau} + \frac{\tau}{\Delta t} (1 - e^{-\Delta t/\tau}) \right)$</td>
</tr>
<tr>
<td></td>
<td>$a_1 = G \left( 1 - \frac{\tau}{\Delta t} (1 - e^{-\Delta t/\tau}) \right)$</td>
</tr>
<tr>
<td></td>
<td>$b_0 = 1$</td>
</tr>
<tr>
<td></td>
<td>$b_1 = -e^{-\Delta t/\tau}$</td>
</tr>
<tr>
<td>Root-matching method</td>
<td>$a_0 = G \left( -e^{-\Delta t/\tau} + \frac{\tau}{\Delta t} (1 - e^{-\Delta t/\tau}) \right)$</td>
</tr>
<tr>
<td></td>
<td>$a_1 = G \left( 1 - \frac{\tau}{\Delta t} (1 - e^{-\Delta t/\tau}) \right)$</td>
</tr>
<tr>
<td></td>
<td>$b_0 = 1$</td>
</tr>
<tr>
<td></td>
<td>$b_1 = -e^{-\Delta t/\tau}$</td>
</tr>
<tr>
<td>Recursive convolution</td>
<td>$a_0 = \lambda$</td>
</tr>
<tr>
<td></td>
<td>$a_1 = \mu$</td>
</tr>
<tr>
<td></td>
<td>$a_2 = \nu$</td>
</tr>
<tr>
<td></td>
<td>$b_0 = 1$</td>
</tr>
<tr>
<td></td>
<td>$b_1 = -e^{-\Delta t/\tau}$</td>
</tr>
<tr>
<td></td>
<td>$\lambda = G \left( \left( \frac{\tau}{\Delta t} \right)^2 (1 - e^{-\Delta t/\tau}) - \frac{\tau}{2\Delta t} (3 - e^{-\Delta t/\tau}) + 1 \right)$</td>
</tr>
<tr>
<td></td>
<td>$\mu = G \left( -2 \left( \frac{\tau}{\Delta t} \right)^2 (1 - e^{-\Delta t/\tau}) + \frac{2\tau}{\Delta t} (1 - e^{-\Delta t/\tau}) + \frac{\tau}{\Delta t} e^{-\Delta t/\tau} \right)$</td>
</tr>
<tr>
<td></td>
<td>$\nu = G \left( \left( \frac{\tau}{\Delta t} \right)^2 (1 - e^{-\Delta t/\tau}) - \frac{\tau}{2\Delta t} (1 + e^{-\Delta t/\tau}) \right)$</td>
</tr>
<tr>
<td>(second order)</td>
<td>$a_0 = \frac{G}{(1 + 2\tau/\Delta t)}$</td>
</tr>
<tr>
<td></td>
<td>$a_1 = \frac{G}{(1 + 2\tau/\Delta t)}$</td>
</tr>
<tr>
<td></td>
<td>$b_0 = 1$</td>
</tr>
<tr>
<td>Trapezoidal integrator</td>
<td>$b_1 = (1 - 2\tau/\Delta t)/(1 + 2\tau/\Delta t)$</td>
</tr>
<tr>
<td>Substitution</td>
<td>$b_1 = (1 - 2\tau/\Delta t)/(1 + 2\tau/\Delta t)$</td>
</tr>
</tbody>
</table>
Table E.2  Coefficients of a rational function in the z-domain for impedance

<table>
<thead>
<tr>
<th>Method</th>
<th>z-domain coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Root-matching method</td>
<td>$a_0 = 1/G(1 - e^{-\Delta t/\tau})$</td>
</tr>
<tr>
<td></td>
<td>$a_1 = -e^{-\Delta t/\tau}/G(1 - e^{-\Delta t/\tau})$</td>
</tr>
<tr>
<td>Input type (a)</td>
<td>$b_0 = 1$  $b_1 = 0$</td>
</tr>
<tr>
<td>Root-matching method</td>
<td>$a_0 = 1/G(1 - e^{-\Delta t/\tau})$</td>
</tr>
<tr>
<td></td>
<td>$a_1 = -e^{-\Delta t/\tau}/G(1 - e^{-\Delta t/\tau})$</td>
</tr>
<tr>
<td>Input type (b)</td>
<td>$b_0 = 0$  $b_1 = 1$</td>
</tr>
<tr>
<td>Root-matching method</td>
<td>$a_0 = 2/G(1 - e^{-\Delta t/\tau})$</td>
</tr>
<tr>
<td></td>
<td>$a_1 = -2e^{-\Delta t/\tau}/G(1 - e^{-\Delta t/\tau})$</td>
</tr>
<tr>
<td>Input type (c)</td>
<td>$b_0 = 1$  $b_1 = 1$</td>
</tr>
<tr>
<td>Root-matching method</td>
<td>$a_0 = 1/G \left( 1 - \frac{\tau}{\Delta t} \left( 1 - e^{-\Delta t/\tau} \right) \right)$</td>
</tr>
<tr>
<td></td>
<td>$a_1 = -e^{-\Delta t/\tau}/G \left( 1 - \frac{\tau}{\Delta t} \left( 1 - e^{-\Delta t/\tau} \right) \right)$</td>
</tr>
<tr>
<td>Input type (d)</td>
<td>$b_0 = 1$</td>
</tr>
<tr>
<td></td>
<td>$b_1 = \left( -e^{-\Delta t/\tau} + \frac{\tau}{\Delta t} \left( 1 - e^{-\Delta t/\tau} \right) \right) / \left( 1 - \frac{\tau}{\Delta t} \left( 1 - e^{-\Delta t/\tau} \right) \right)$</td>
</tr>
<tr>
<td>Recursive convolution</td>
<td>$a_0 = 1/\lambda$  $a_1 = -e^{-\Delta t/\tau}/\lambda$</td>
</tr>
<tr>
<td></td>
<td>$b_0 = 1$  $b_1 = \mu/\lambda$  $b_2 = \nu/\lambda$</td>
</tr>
<tr>
<td></td>
<td>$\lambda = G \left( \frac{\tau}{\Delta t} \right)^2 \left( 1 - e^{-\Delta t/\tau} \right) - \frac{\tau}{2\Delta t} \left( 3 - e^{-\Delta t/\tau} \right) + 1$</td>
</tr>
<tr>
<td></td>
<td>(second order) $\mu = G \left( -2 \left( \frac{\tau}{\Delta t} \right)^2 \left( 1 - e^{-\Delta t/\tau} \right) + \frac{2\tau}{\Delta t} \left( 1 - e^{-\Delta t/\tau} \right) + \frac{2\tau}{\Delta t} - e^{-\Delta t/\tau} \right)$</td>
</tr>
<tr>
<td></td>
<td>$v = G \left( \frac{\tau}{\Delta t} \right)^2 \left( 1 - e^{-\Delta t/\tau} \right) - \frac{\tau}{2\Delta t} \left( 1 + e^{-\Delta t/\tau} \right)$</td>
</tr>
<tr>
<td></td>
<td>$a_0 = (1 + 2\tau/\Delta t)/G$</td>
</tr>
<tr>
<td>Trapezoidal integrator</td>
<td>$a_1 = (1 - 2\tau/\Delta t)/G$</td>
</tr>
<tr>
<td></td>
<td>$b_0 = 1$  $b_1 = 1$</td>
</tr>
<tr>
<td>Substitution</td>
<td></td>
</tr>
</tbody>
</table>
Table E.3  Summary of difference equations

<table>
<thead>
<tr>
<th>Method</th>
<th>Difference equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Root-matching method</td>
<td>$y_t = e^{-\Delta t/\tau} y_{t-\Delta t} + G(1 - e^{-\Delta t/\tau}) u_t$</td>
</tr>
<tr>
<td>Input type (a)</td>
<td>$y_t = e^{-\Delta t/\tau} y_{t-\Delta t} + G(1 - e^{-\Delta t/\tau}) \frac{u_t + u_t-\Delta t}{2}$</td>
</tr>
<tr>
<td>Root-matching method</td>
<td>$y_t = e^{-\Delta t/\tau} y_{t-\Delta t} + G(1 - e^{-\Delta t/\tau}) u_{t-\Delta t}$</td>
</tr>
<tr>
<td>Input type (b)</td>
<td>$y_t = e^{-\Delta t/\tau} y_{t-\Delta t} + G \left(1 - e^{-\Delta t/\tau} \frac{\tau}{\Delta t} \left(1 - e^{-\Delta t/\tau}\right)\right) u_{t-\Delta t}$</td>
</tr>
<tr>
<td>Root-matching method</td>
<td></td>
</tr>
<tr>
<td>Input type (c)</td>
<td>$y_t = e^{-\Delta t/\tau} y_{t-\Delta t} + G \left(1 - e^{-\Delta t/\tau} \frac{\tau}{\Delta t} \left(1 - e^{-\Delta t/\tau}\right)\right) u_{t-\Delta t}$</td>
</tr>
<tr>
<td>Input type (d)</td>
<td>$y_t = e^{-\Delta t/\tau} y_{t-\Delta t} + G \left(1 - e^{-\Delta t/\tau} \frac{\tau}{\Delta t} \left(1 - e^{-\Delta t/\tau}\right)\right) u_t$</td>
</tr>
<tr>
<td>Trapezoidal integrator substitution</td>
<td>$y_t = \frac{1}{(1 + \Delta t/(2\tau))} y_{t-\Delta t} + \frac{G \Delta t/(2\tau)}{(1 + \Delta t/(2\tau))} (u_t + u_{t-\Delta t})$</td>
</tr>
</tbody>
</table>

Rearranging this gives:

$$i_k \left(1 + \frac{\Delta t R}{2L}\right) = i_{k-1} \left(1 - \frac{\Delta t R}{2L}\right) + \frac{\Delta t}{2L} (v_k + v_{k-1})$$

or

$$i_k = \frac{(1 - \Delta t R/(2L))}{(1 + \Delta t R/(2L))} i_{k-1} + \frac{(\Delta t/(2L))}{(1 + \Delta t R/(2L))} (v_k + v_{k-1})$$

Taking the $z$-transform:

$$\left(1 - z^{-1}(1 - \Delta t R/(2L)) \right) I(z) = \frac{(\Delta t/(2L))}{(1 + \Delta t R/(2L))} (1 + z^{-1}) V(z)$$

Rearranging gives:

$$\frac{I(z)}{V(z)} = \frac{(1 + z^{-1})/(R + 2L/\Delta t)}{1 + z^{-1}(R - 2L/\Delta t)/(R + 2L/\Delta t)}$$

This is identical to the equation obtained using the bilinear transform (equation E.2).

Tables E.1 and E.2 show the first order $z$-domain rational functions associated with admittance and impedance respectively, for a first order lag function, for each of the exponential forms described in section 5.5. The rational functions have been converted to the form $(a_0' + a_1' z^{-1})/(1 + b_1' z^{-1})$ if $b_0$ is non-zero, otherwise left in the form $(a_0 + a_1 z^{-1})/(b_0 + b_1 z^{-1})$. Table E.3 displays the associated difference equation for each of the exponential forms.
Appendix F
MATLAB code examples

F.1 Voltage step on RL branch

In this example a voltage step (produced by a switch closed on to a d.c. voltage source) is applied to an RL load. The results are shown in section 4.4.2. The RL load is modelled by one difference equation rather than each component separately.

```matlab
% EMT_SampleRL.m
clear all

% Initialize Variables
R = 1.00000;
L = 0.05E-3;
Tau = L/R;        % load Time-constant
Delt = 250.0E-6;  % Time-step
Finish_Time = 4.0E-3;
V_mag = 100.0;
V_ang = 0.0;

l=1;
i(1) = 0.0;
time(1) = 0.0;
v(1) = 0.0;

K_i = (1-Delt*R/(2.0*L))/(1+Delt*R/(2.0*L));
K_v = (Delt/(2.0*L))/(1+Delt*R/(2.0*L));
G_eff = K_v;

% Main Time-step loop
for k=Delt:Delt:Finish_Time
    l=l+1;
time(l)=k;

    if time(l)>=0.001
        v(l) = 100.0;
    end
```

```matlab
end
end
```
% Diode fed RL load
% A small demonstration program to demonstrate numerical noise
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
clear all
f =50.0;  % Source Frequency
Finish_Time = 60.0E-3;
R= 100.0;
L= 500.0E-3;
Tau= L/R;   % Load time-constant
Delt = 50.0E-6; % Time-step
V_mag= 230.0*sqrt(2.); % Peak source magnitude
V_ang= 0.0;
R_ON = 1.0E-10; % Diode ON Resistance
R_OFF= 1.0E10; % Diode OFF Resistance

% Initial State
ON=1;
R_switch = R_ON;

l=1;
i(l)=0.0;
time(l)=0.0;
v(l) = V_mag*sin(V_ang*pi/180.0);
v_load(l)=v(l);
ON = 1;

K_i=(1-Delt*R/(2.0*L))/(1+Delt*R/(2.0*L));
K_v=(Delt/(2.0*L))/(1+Delt*R/(2.0*L));
G_eff= K_v;
G_switch = 1.0/R_switch ;
for k=Delt:Delt:Finish_Time
    % Advance Time
    l=l+1;
    time(l)=k;

    % Check Switch positions
    if i(l-1) <= 0.0 & ON==1 & k > 5*Delt
        % fprintf('Turn OFF time = %12.1f usecs \n',time(l-1)*1.0E6);
        fprintf('Turn OFF time = %12.1f usecs \n',time(l-1)*1.0E6);
        fprintf('i(l) = %12.6f \n',i(l-1));
        fprintf('v_load(l) = %12.6f \n',v_load(l-1));
        ON=0;
        Time_Off=time(l);
        R_switch=R_OFF;
        G_switch = 1.0/R_switch;
        i(l-1)=0.0;
    end;
    if v(l-1)-v_load(l-1) > 1.0 & ON==0
        % fprintf('Turn ON time = %12.1f usecs\n',time(l)*1.0E6);
        ON=1;
        R_switch=R_ON;
        G_switch = 1.0/R_switch;
    end;

    % Update History Term
    I_history = K_i*i(l-1) + K_v*v_load(l-1);

    % Update Voltage Sources
    v(l) = V_mag*sin(2.0*pi*50.0*time(l) + V_ang*pi/180.0);

    % Solve for V and I
    v_load(l) = (-I_history+v(l)*G_switch)/(G_eff+G_switch);
    i(l) = v_load(l)*G_eff;
    %fprintf('%12.5f %12.5f %12.5f %12.5f \n',time(l)*1.0E3,v(l),
            v_load(l),i(l));
end;

figure(1);
clf;
subplot(211);
plot(time,v_load,'k');
legend('V_{Load}');
ylabel('Voltage (V)');
xlabel('Time (S)');
grid;
title('Diode fed RL Load');

subplot(212);
plot(time,i,'-k');
legend('I_{Load}');
ylabel('Current (A)')
grid;
axis([0.0 0.06 0.0000 2.5])
xlabel('Time (S)')

F.3 General version of example F.2

This program models the same case as the program of section F.2, i.e. it shows the numerical oscillation that occurs at turn-off by modelling an RL load fed from an a.c. source through a diode. However it is now structured in a general manner, where each component is subject to numerical integrator substitution (NIS) and the conductance matrix is built up. Moreover, rather than modelling the switch as a variable resistor, matrix partitioning is applied (see section 4.4.1), which enables the use of ideal switches.

% General EMT Program
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
clear all
global Branch
global No_Brn
global Source
global No_Source
global No_Nodes
global i_RL
global t
global v_load
global v_s
global V_n
global V_K
global ShowExtra
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Initialize
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
format long
ShowExtra=0;
TheTime = 0.0;
Finish_Time = 60.0E-3;
DeltaT = 50.0E-6;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Specify System
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
No_Brn=3;
No_Nodes=3;
No_UunkownNodes=2;
No_Source=1;

Branch(1).Type = 'R';
Branch(1).Value= 100.0;
Branch(1).Node1= 2;
Branch(1).Node2= 1;
Branch(1).V_last = 0.0;
Branch(1).I_last = 0.0;
Branch(1).I_history = 0.0;

Branch(2).Type = 'L';
Branch(2).Value = 500.0E-3;
Branch(2).Node1 = 1;
Branch(2).Node2 = 0;
Branch(2).V_last = 0.0;
Branch(2).I_last = 0.0;
Branch(2).I_history = 0.0;

Branch(3).Type = 'S';
Branch(3).Node1 = 3;
Branch(3).Node2 = 2;
Branch(3).R_ON = 1.0E-10;
Branch(3).R_OFF = 1.0E+10;
Branch(3).V_last = 0.0;
Branch(3).I_last = 0.0;
Branch(3).I_history = 0.0;

Branch(3).Value = Branch(3).R_ON;
Branch(3).State = 1;

Source(1).Type = 'V';
Source(1).Node1 = 3;
Source(1).Node2 = 0;
Source(1).Magnitude = 230.0*sqrt(2.);
Source(1).Angle = 0.0;
Source(1).Frequency = 50.0;

% Initialize
%  ----------
for k=1:No_Nodes
    BusCnt(k,1) = k;
end;
for k=1:No_Brn
    Branch(k).V_last = 0.0;
    Branch(k).V_last2 = 0.0;
    Branch(k).I_last = 0.0;
    Branch(k).I_last2 = 0.0;
end;
% Form Conductance Matrix
%  [G] = Form_G(DeltaT,ShowExtra);

% Initial Source Voltage
v_source = V_Source(0.0);
% Initial Branch Voltage
Branch(2).V_last = v_source;
% Main TheTime loop
%  % % %
l = 1;
while TheTime <= Finish_Time
    % Advance TheTime %
    TheTime = TheTime+DeltaT;
    l = l+1;
    t(l) = TheTime;
    fprintf(’\n ------------- %12.6f -- l=%d ---------- \n’,TheTime,l);
    % Check Switch positions %
    [Reform_G] = Check_Switch(DeltaT,TheTime,v_source,l);
    if Reform_G == 1
        ShowExtra = 0;
        [G] = Form_G(DeltaT,ShowExtra);
    end;
    % Update Sources %
    v_source = V_Source(TheTime);
    % Calculate History Terms %
    CalculateBrn_I_history;
    % Calculate Injection Current Vector %
    [I_history] = Calculate_I_history;
    % Partition Conductance Matrix and Injection Current Vector %
    G_UU = G(1:No_UnkownNodes,1:No_UnkownNodes);
    G_UK = G(1:No_UnkownNodes,No_UnkownNodes+1:No_Nodes);
    I_U = I_history(1:No_UnkownNodes)';
    % Known Node Voltage
    % ------------------
    V_K(1:1) = v_source;
    % Modified Injection Current Vector
    I_d_history = I_U - G_UK*V_K;
    % Solve for Unknown Node Voltages
    V_U = G_UU\I_d_history;
    % Rebuild Node Voltage Vector
    V_n(1:No_UnkownNodes,1) = V_U;
    V_n(No_UnkownNodes+1:No_Nodes,1)=V_K;

% Calculate Branch Voltage
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
V_Branch(V_n);
if(ShowExtra==1)
    for k=1:No_Brn
        fprintf('V_Branch(%d)= %12.6f 
',k/Branch(k).V_last);
    end;
end; %if
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Calculate Branch Current
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
I_Branch;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Load information to be plotted
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
i_Brn2 = Branch(2).I_last;
LoadforPlotting(l,TheTime,i_Brn2);
end;

% Generate Plots %
figure(1);
clf;
subplot(211);
plot(t,v_load,'k');
legend('V_{Load}');
ylabel('Voltage (V)');
xlabel('Time (S)');
grid;
title('Diode fed RL Load');

subplot(212);
plot(t,i_RL,'-k');
legend('I_{Load}');
ylabel('Current (A)');
axis([0.0 0.06 0.0000 2.5])
xlabel('Time (S)');

% =============== END of emtn.m ===============
function [Reform_G] = Check_Switch (DeltaT,time,v_source,l)
global Branch
global No_Brn
global i_RL
global ShowExtra

Reform_G = 0;
for k=1:No_Brn
    Type = Branch(k).Type;
    From = Branch(k).Node1;
    To = Branch(k).Node2;

    if Type == 'S'
i_last = Branch(k).I_last;
v_last = Branch(k).V_last;
ON_or_OFF = Branch(k).State;

% Check if Switch needs to be turned OFF
if i_last <= 0.0 & ON_or_OFF==1 & time > 5*DeltaT
    if(ShowExtra==1)
        fprintf('Turn OFF (Brn %d) time = %12.1f usecs \n', k,time*1.0E6-DeltaT);
        fprintf('i_Switch(l) = %12.6f \n',i_last);
        fprintf('v_load(l) = %12.6f \n',v_last);
    end;
end;
Branch(k).State=0;
Branch(k).Value = Branch(k).R_OFF;
Branch(1).I_last=0.0;
Branch(2).I_last=0.0;
Branch(3).I_last=0.0;
i_RL(l-1) = 0.0;
Branch(2).V_last = v_source;
Reform_G = 1;
end;

% Check if Switch needs to be turned ON
if v_last > 1.0 & ON_or_OFF==0
    Branch(k).Value = Branch(k).R_ON;
    Branch(k).Reff = Branch(k).Value;
    Branch(k).State=1;
    Reform_G = 1;
    if(ShowExtra==1)
        fprintf('Turn ON time = %12.1f usecs\n',time*1.0E6);
        fprintf('v_last = %20.14f \n',v_last);
    end;
end;
end; % if
end; % if
if(ShowExtra==1) fprintf('Reform_G = %d \n',Reform_G); end;

return

% =============== END of Check_Switch.m ===============
function [G] = Form_G(DeltaT,Debug);
global Branch
global No_Brn
global No_Nodes
global ShowExtra

% Initialize [G] matrix to zero
for k=1:No_Nodes;
    for kk=1:No_Nodes;
        G(kk,k) = 0.0;
    end;
end;

for k=1:No_Brn
    Type = Branch(k).Type;
end;
From = Branch(k).Node1;
To = Branch(k).Node2;

Series = 1;
if To == 0
    To = From;
    Series = 0;
end;
if From == 0
    From = To;
    Series = 0;
end;
if To == 0
    disp(‘*** Both Nodes Zero ***’);
    exit;
end;
Branch(k).Series = Series;

if Type == ‘R’
    R_eff = Branch(k).Value;
elseif Type == ‘S’
    R_eff = Branch(k).Value;
elseif Type == ‘L’
    L = Branch(k).Value;
    R_eff = (2*L)/DeltaT;
elseif Type == ‘C’
    C = Branch(k).Value;
    R_eff = DeltaT/(2*C);
else
    disp(‘*** Invalid Branch Type ***’);
    exit;
end;
Branch(k).Reff = R_eff;

if(ShowExtra==1)
    fprintf(‘Branch %d From %d to %d has Reff= %20.14f Ohms \n’,
            k,From,To,R_eff);
end;

if Series==1
    G(To,To) = G(To,To) + 1/R_eff;
    G(From,From) = G(From,From) + 1/R_eff;
    G(From,To) = G(From,To) - 1/R_eff;
    G(To,From) = G(To,From) - 1/R_eff;
else
    G(To,To) = G(To,To) + 1/R_eff;
end;
if(ShowExtra==1)
    G
    pause;
end;
return
function [] = CalculateBrn_I_history ()
% Calculate Branch History Term
%---------------------------------------
global Branch
global No_Brn

for k=1:No_Brn
    Type = Branch(k).Type;
    if Type == 'R'
        Branch(k).I_history = 0.0;
    elseif Type == 'S'
        Branch(k).I_history = 0.0;
    elseif Type == 'L'
        Branch(k).I_history = Branch(k).I_last + Branch(k).V_last/Branch(k).Reff;
    elseif Type == 'C'
        Branch(k).I_history = -Branch(k).I_last - Branch(k).V_last/Branch(k).Reff;
    end;
end;
return

function [I_History] = Calculate_I_history;
% Calculate Current Injection Vector from Branch History Terms
% -------------------------------------------------------------
global Branch
global No_Brn
global No_Nodes

for k=1:No_Nodes
    I_History(k)=0.0;
end;
for k=1:No_Brn
    Type = Branch(k).Type;
    From = Branch(k).Node1;
    To = Branch(k).Node2;
    Brn_I_History = Branch(k).I_history;
    if Branch(k).Series==1
        % Series Component
        I_History(To) = I_History(To) + Brn_I_History;
        I_History(From) = I_History(From) - Brn_I_History;
    else
        if To==0
            I_History(To) = I_History(To) + Brn_I_History;
        elseif From==0
            I_History(From) = I_History(From) - Brn_I_History;
        else
            disp('*** Error: Both Nodes Zero ***');
            exit;
        end;
    end;
end; %if
function [] = I_Branch;
% Calculate Branch Current
% ------------------------
for k=1:No_Brn
    Type = Branch(k).Type;
    From = Branch(k).Node1;
    To  = Branch(k).Node2;
    V   = Branch(k).V_last;
    % Save last value to another variable before reassigning last.
    % Extra Past terms added so Interpolation can be added
    Branch(k).I_last3 = Branch(k).I_last2;
    Branch(k).I_last2 = Branch(k).I_last;
    if Type == 'R'
        Branch(k).I_last = V/Branch(k).Reff;
    elseif Type == 'S'
        Branch(k).I_last = V/Branch(k).Reff;
    elseif Type == 'L'
        Branch(k).I_last = V/Branch(k).Reff + Branch(k).I_history;
    elseif Type == 'C'
        Branch(k).I_last = V/Branch(k).Reff + Branch(k).I_history;
    end;
end; % for
return;
% =============== END of I_Branch.m ================
function [] = V_Branch(V);
% Calculates the Branch Voltage
% -----------------------------
for k=1:No_Brn
    From  = Branch(k).Node1;
    To    = Branch(k).Node2;
    % Save last value to another variable before reassigning last
    Branch(k).V_last3 = Branch(k).V_last2;
    Branch(k).V_last2 = Branch(k).V_last;
    if Branch(k).Series==1
        % Series Component
        Branch(k).V_last = V(From)-V(To);
    else
        if To˜= 0
            Branch(k).V_last= -V(To);
        elseif From˜= 0
            Branch(k).V_last= V(From);
        else
            % Calculate the Branch Voltage
% -----------------------------
end; % for
% =============== END of V_Branch.m ================
Power systems electromagnetic transients simulation

```
    disp('*** Error: Both Nodes Zero ***');
    exit;
    end; %if
end; % for return
% =============== END of V_Branch.m ===============

function [V_instantaneous] = V_Source(TheTime)
% Calculates Source Voltage at TheTime
% ---------------------------------
    global Source
    global No_Source

    for k=1:No_Source
        V_mag = Source(k).Magnitude;
        V_ang = Source(k).Angle;
        freq = Source(k).Frequency;

        V_instantaneous(k) = V_mag*sin(2.0*pi*50.0*TheTime + V_ang*pi/180.0);
    end;

    return
% =============== END of V_Source.m ===============

function LoadforPlotting(l,TheTime,i_check);
% Load Variables for Plotting
    global v_load
    global v_s
    global V_n
    global V_K
    global i_RL
    global t

    t(l)   = TheTime;
    v_load(l) = V_n(2);
    v_s(l)  = V_K(1);
    i_RL(l) = i_check;
    return
% =============== END of LoadforPlotting.m ===============
```

F.4 Frequency response of difference equations

This MATLAB procedure generates the frequency response of different discretisation methods by evaluating the frequency response of the resulting rational function in $z$ that characterises an $RL$ circuit. The results are shown in section 5.5.3.

```
% Compare Methods for Continuous to discrete conversion %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Initialise the variable space %
clear;
format long;

StepLength = input(‘Enter Step-length (usecs) > ’);
```
% Initialize variables and set up some intermediate results %

\[
\begin{align*}
\delta T &= \text{StepLength} \times 1.0E-6; \\
\text{fmax} &= 1001; \\
R &= 1.0; \\
L &= 50.0E-6; \\
\text{Tau} &= L/R; \\
G &= 1/R; \\
expterm &= \exp(-\delta T/\text{Tau}); \\
\text{Gequ} &= G*(1.0-\exp(-\delta T/\text{Tau}));
\end{align*}
\]

%% Recursive Convolution
\[
\begin{align*}
\text{a}_{\text{RC}} &= R/L; \\
\text{ah} &= \text{a}_{\text{RC}}*\delta T; \\
\text{Gequ}_{\text{RC2}} &= G*((1.0-\text{expterm})/(\text{ah}*\text{ah})-(3.0-\text{expterm})/(2*\text{ah})+1); \\
\mu &= G*(-2.0*(1.0-\text{expterm})/(\text{ah}*\text{ah})+2.0/\text{ah} - \text{expterm}); \\
\text{vg} &= G*((1.0-\text{expterm})/(\text{ah}*\text{ah})-(1.0+\text{expterm})/(2.0*\text{ah}));
\end{align*}
\]

for fr = 1:fmax
\[
\begin{align*}
f(fr) &= (fr-1)*5.0; & \% 5 Hz increment in Data Points \\
\text{Theory}(fr) &= R+j*2.0*\pi*f(fr)*L; \\
\end{align*}
\]
end;

for i=1:6,
\[
\begin{align*}
\text{NumOrder} &= 1; \\
\text{DenOrder} &= 1;
\end{align*}
\]

if i==1 % Root-Matching (Type a)
\[
\begin{align*}
a(1) &= 1./\text{Gequ}; & \%a0 \\
a(2) &= -\text{expterm}/\text{Gequ}; & \%a1 \\
b(1) &= 1.; & \%b0 \\
b(2) &= 0.; & \%b1
\end{align*}
\]
elseif i==2 % Root-Matching (Type c) Average
\[
\begin{align*}
a(1) &= 2./\text{Gequ}; & \%a0 \\
a(2) &= -2.0*\text{expterm}/\text{Gequ}; & \%a1 \\
b(1) &= 1.; & \%b0 \\
b(2) &= 1.; & \%b1
\end{align*}
\]
elseif i==3 % Root-Matching (Type b) Z-1
\[
\begin{align*}
a(1) &= 1./\text{Gequ}; & \%a0 \\
a(2) &= -\text{expterm}/\text{Gequ}; & \%a1 \\
b(1) &= 0.; & \%b0 \\
b(2) &= 1.; & \%b1
\end{align*}
\]
elseif i==4 % Root-Matching (Type d) (or 1st order Recursive Convolution)
\[
\begin{align*}
\text{Gequ}_{\text{RC1}} &= G*(1.0-(1.0-\text{expterm})/\text{ah}); \\
\text{Cterm} &= G*(-\text{expterm} + (1.0-\text{expterm})/\text{ah});
\end{align*}
\]
\[
\begin{align*}
a(1) &= 1./\text{Gequ}_{\text{RC1}}; & \%a0 \\
a(2) &= -\text{expterm}/\text{Gequ}_{\text{RC1}}; & \%a1 \\
b(1) &= 1.; & \%b0 \\
b(2) &= \text{Cterm}/\text{Gequ}_{\text{RC1}}; & \%b1
\end{align*}
\]
elseif i==5 % Trapezoidal integration
\]
kk = (2*L/deltaT + R);

a(1) = 1/kk;
a(2) = a(1);
b(1) = 1.0;
b(2) = (R-2*L/deltaT)/kk;

elseif i==6 % 2nd order Recursive Convolution
    NumOrder = 1;
    DenOrder = 2;

    a(1) = 1./Gequ_RC2; %a0
    a(2) = -expterm/Gequ_RC2; %a1
    a(3) = 0.0;
    b(1) = 1.; %b0
    b(2) = mu/Gequ_RC2; %b1
    b(3) = vg/Gequ_RC2;
end;

for fr = 1:fmax,
    w = 2*pi*f(fr);
    den(fr)=0;
    num(fr)=0;

    % Calculate Denominator polynomial
    for h=1:DenOrder+1,
        den(fr) = den(fr) + b(h)*exp(-j*w*(h-1)*deltaT);
    end;

    % Calculate Numerator polynomial
    for v=1:NumOrder+1,
        num(fr) = num(fr) + a(v)*exp(-j*w*(v-1)*deltaT);
    end;
end;

% Calculate Rational Function
if i==1
    Gt1 = num./den;
else i==2
    Gt2 = num./den;
else i==3
    Gt3 = num./den;
else i==4
    Gt4 = num./den;
else i==5
    Gt5 = num./den;
else i==6
    Gt6 = num./den;
end;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% PLOT 1 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%
figure(1);
clf;
subplot(211);
plot(f,abs(Gt1),'r-.',f,abs(Gt2),'y:',f,abs(Gt3),'b:',f,abs(Gt4),
     'g-.',f,abs(1./Gt5),'c:',f,abs(Gt6),'m--',f,abs(Theory),'k-');
ylabel('Magnitude');
legend('RM','RM-Average','RM Z-1','RC','Trap. Int.','RC 2','Theoretical');
grid;

subplot(212);
aGt1= (180./pi)*angle(Gt1);
aGt2= (180./pi)*angle(Gt2);
aGt3= (180./pi)*angle(Gt3);
aGt4= (180./pi)*angle(Gt4);
aGt5= (180./pi)*angle(1./Gt5);
aGt6= (180./pi)*angle(Gt6);
aTheory = (180./pi)*angle(Theory);
plot(f,aGt1,'r-.',f,aGt2,'y:',f,aGt3,'b:',f,aGt4,'g-.',f,aGt5,'c:',
     f,aGt6,'m--',f,aTheory,'k-');
xlabel('Frequency - Hz');
ylabel('Phase - (Degrees)');
legend('RM','RM-Average','RM Z-1','RC','Trap. Int.','RC 2','Theoretical');
grid;
Appendix G
FORTRAN code for state variable analysis

G.1 State variable analysis program

This program demonstrates the state variable analysis technique for simulating the dynamics of a network. The results of this program are presented in section 3.6.

```fortran
PROGRAM StateVariableAnalysis
!
! This program demonstrates state space analysis
!
! \[ x = Ax + Bu \]
! \[ y = Cx + Du \]
!
! Where \( x \) in the state variable vector.
! \( y \) is the output vector.
! \( u \) the input excitation vector.
!
! \[ x = (dx/dt) \]
!
! The program is set up to solve a second order RLC circuit at present, and plot the results. The results can then be compared with the analytic solution given by SECORD_ORD.
!
!--------------------------------------------------------------------------
!
IMPLICIT NONE
!
! Definition of variables.
!
INTEGER, PARAMETER:: RealKind_DP = SELECTED_REAL_KIND(15,307)
REAL (Kind = RealKind_DP), PARAMETER :: pi = 3.141592653589793233D0
```
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```fortran
INTEGER :: Iter_Count ! Iteration Counter
INTEGER :: Step_CHG_Count ! Counts the number of step changes that
! have occurred in this time-step
REAL (Kind = RealKind_DP) :: Xt(2) ! State variable vector
! at Time=t
REAL (Kind = RealKind_DP) :: Xth(2) ! State variable vector
! at Time=t+h
REAL (Kind = RealKind_DP) :: XtDot(2) ! Derivative of state
! variables at Time=t
REAL (Kind = RealKind_DP) :: XthDot(2) ! Derivative of state
! variables at Time=t+h
REAL (Kind = RealKind_DP) :: XthO(2) ! Previous iterations
! estimate for state
! variables at t+h
REAL (Kind = RealKind_DP) :: XthDotO(2) ! Previous iterations
! estimate for derivative
! of state variables at t+h
REAL (Kind = RealKind_DP) :: h ! Step length
REAL (Kind = RealKind_DP) :: Time ! Current Time
REAL (Kind = RealKind_DP) :: Switch_Time ! Switching Time
REAL (Kind = RealKind_DP) :: Time_Left ! Time left until switching
REAL (Kind = RealKind_DP) :: StepWidth ! Step Width
REAL (Kind = RealKind_DP) :: StepWidthNom! Step Width
REAL (Kind = RealKind_DP) :: EPS ! Convergence tolerance
REAL (Kind = RealKind_DP) :: R,L,C ! Circuit Parameters
REAL (Kind = RealKind_DP) :: E ! Source Voltage
REAL (Kind = RealKind_DP) :: f_res ! Resonant Frequency

CHARACTER*1 CHARB
CHARACTER*10 CHARB2

LOGICAL :: STEP_CHG ! Step Change
LOGICAL :: CONVG ! Converged
LOGICAL :: Check_SVDot ! Check Derivative of State Variable
LOGICAL :: OptimizeStep ! Optimize Step length

COMMON/COMPONENTS/R,L,C,E

! Initialize variables.
! ---------------------
Time = 0.0
Xt (1) = 0.0
Xt (2) = 0.0
E=0.0
Switch_Time =0.1D-3 ! Seconds

Check_SVDot=.FALSE.
OptimizeStep=.FALSE.

OPEN(Unit=1,STATUS='OLD',file='SV_RLC.DAT')
READ(1,*) R,L,C
READ(1,*) EPS,Check_SVDot,OptimizeStep
```
READ(1,*) Finish_Time
CLOSE(1)

f_res=1.0/(2.0*pi*sqrt(L*C))
WRITE(6,*) R,L,C,f_res,1./f_res
WRITE(6,*) 'Tolerance =',EPS
WRITE(6,*) 'Check State Variable Derivatives ',Check_SVDot
WRITE(6,*) 'Optimize step-length ',OptimizeStep
WRITE(6,*) 'Finish Time ',Finish_Time

! Put header on file.
! -------------------
OPEN(UNIT=98,status='unknown',file='SVanalysis.out')
WRITE(98,9860)R,L,C,E
9860 FORMAT(1X,'%R = ',F8.3,' Ohms L = ',F8.5,' Henries C = ',G16.5,
    & ' Farads E = ',F8.3) WRITE(98,9870)
9870 FORMAT(1X,'% Time',7X,'X(1)',7X,'X(2)',6X,'STEP W',
    & '2X','No. iter.',&
    & ' XDot(1)',', XDot(2)')

StepWidth = 0.05D0
8 WRITE(6,'(/X,A,F8.6,A)')'Default = ',STEPWIDTH,' msec.'
WRITE(6,'(1X,A,$)')'Enter Nominal stepwidth. (msec.) : ' READ(5,'(A)')CHARB2
IF(CHARB2.NE.' ') READ(CHARB2,'(BN,F8.4)',ERR=8) StepWidth
write(6,*)'StepWidth=',StepWidth,' msec.'
pause
StepWidth = StepWidth/1000.0D0

CALL XDot (Xt,XtDot)
WRITE(98,9880)TIME,Xt(1),Xt(2),H,Iter_Count,XtDot(1),XtDot(2)
DO WHILE(TIME .LE. Finish_Time)
    h = StepWidth
!
    Limit step to fall on required switching instant
!
    Time_Left= Switch_Time-Time
    IF(Time_Left .GT. 0.0D0 .AND. Time_Left.LE.h) THEN
        h = Time_Left
    END IF
!
    XthDot(1) = XtDot(1)
    XthDot(2) = XtDot(2)
    CONVG=.FALSE.
    Step_CHG_Count=0

    XthO(1) = Xth(1)
    XthO(2) = Xth(2)
    XthDotO(1) = XtDot(1)
    XthDotO(2) = XtDot(2)
DO WHILE((.NOT.CONVG).AND.(Step_CHG_Count.LT.10))
! Trapezoidal Integration (as XthDot=XtDot)
! -----------------------------------------
Xth(1) = Xt(1)+XtDot(1)*h
Xth(2) = Xt(2)+XtDot(1)*h

Step_CHG = .FALSE.
Iter_Count=0

DO WHILE((.NOT.CONVG).AND(.NOT.Step_CHG))

CALL XDot(Xth,XthDot)

! Trapezoidal Integration
! -----------------------
Xth(1) = Xt(1) + (XthDot(1)+XtDot(1))*h/2.0
Xth(2) = Xt(2) + (XthDot(2)+XtDot(2))*h/2.0

Iter_Count = Iter_Count+1

IF((ABS(Xth(1)-XthO(1)).LE.EPS).AND. &
& (ABS(Xth(2)-XthO(2)).LE.EPS)) CONVG=.TRUE.

IF((CONVG).AND.(Check_SVDot)) THEN

IF((ABS(XthDot(1)-XthDotO(1)).GT.EPS).OR. &
& (ABS(XthDot(2)-XthDotO(2)).GT.EPS)) CONVG=.FALSE.
END IF

XthO(1) = Xth(1)
XthO(2) = Xth(2)
XthDotO(1) = XthDot(1)
XthDotO(2) = XthDot(2)

IF(Iter_Count.GE.25) THEN
! If reached 25 iteration half step-length regardless of
! convergence FLAG status
Step_CHG=.TRUE.
CONVG=.FALSE.

h = h/2.0D0

WRITE(6,986)Time*1000.0,h*1000.0
986 FORMAT(1X,'Time(msec.)=',F6.3,' *** Step Halved ***',1X, &
& 'New Step Size (msec.)=',F9.6)

Step_CHG_Count = Step_CHG_Count+1
END IF
END DO
END DO

TIME = TIME+h
Xt(1)= Xth(1)
Xt(2)= Xth(2)
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XtDot(1) = XthDot(1)
XtDot(2) = XthDot(2)

IF(Step_CHG_Count.GE.10) THEN
    WRITE(6,'(/X,A)')'FAILED TO CONVERGE'
    WRITE(98,'(/X,A)')'FAILED TO CONVERGE'
    STOP
ELSE IF(OptimizeStep) THEN
    ! Optimize Step Length based on step length and number of
    ! iterations.
    IF(Iter_Count.LE.5) THEN
        StepWidth = h*1.10
        TYPE *,'Step-length increased by 10%'
    ELSE IF(Iter_Count.GE.15) THEN
        StepWidth = h*0.9
        TYPE *,'Step-length decreased by 10%'
    END IF
END IF
END IF
IF (Iter_Count.EQ.25) THEN
    TYPE *,'How come?'
    TYPE *,'Time (msec.)=',TIME*1000.0
    TYPE *,'CONVG=',CONVG
    pause
END IF

WRITE(98,9880)TIME*1000.0,Xt(1),Xt(2),h*1000.0,Iter_Count,
XtDot(1),XtDot(2)
9880 FORMAT(2X,F8.6,3X,F10.6,3X,F10.6,5X,F10.7,2X,I2,2X,F16.5,
2X,F12.5)

IF(abs(Switch_Time-Time).LE.1.0E-10) THEN
    ! State Variable can not change instantaneously hence are
    ! the same
    ! but dependent variables need updating. i.e. the derivative
    ! of state variables
    ! as well as those that are functions of state variables
    ! or their derivative.
    ! now two time points for the same time.
    E = 1.0
    CALL XDot(Xt,XtDot)
    WRITE(98,9880)TIME*1000.0,Xt(1),Xt(2),h*1000.0,Iter_Count,
    XtDot(1),XtDot(2)
END IF
END DO
CLOSE(98)
TYPE *,' *** THE END ***'
END
SUBROUTINE XDot(SVV,DSVV)
!
! $X = [A]X + [B]U$
!
!***************************************************************

! SVV = State variable vector
! DSVV = Derivative of state variable vector
! X(1) = Capacitor Voltage
! X(2) = Inductor Current

IMPLICIT NONE

INTEGER, PARAMETER:: RealKind_DP = SELECTED_REAL_KIND(15,307)

REAL (Kind = RealKind_DP) :: SVV(2),DSVV(2)
REAL (Kind = RealKind_DP) :: R,L,C,E
COMMON/COMPONENTS/R,L,C,E

DSVV(1) = SVV(2)/C
DSVV(2) = -SVV(1)/L-SVV(2)*R/L+E/L

RETURN
END
Appendix H

FORTRAN code for EMT simulation

H.1 DC source, switch and RL load

In this example a voltage step (produced by a switch closed on to a d.c. voltage source) is applied to an RL Load. Results are shown in section 4.4.2. The RL load is modelled by one difference equation rather than each component separately.

```fortran
!====================================================================
PROGRAM EMT_Switch_RL
!====================================================================
IMPLICIT NONE
INTEGER, PARAMETER:: RealKind_DP = SELECTED_REAL_KIND(15,307)
INTEGER, PARAMETER:: Max_Steps = 5000

REAL (Kind = RealKind_DP), PARAMETER :: pi = 3.141592653589793233D0
REAL (Kind = RealKind_DP) :: R,L,Tau
REAL (Kind = RealKind_DP) :: DeltaT,Time_Sec
REAL (Kind = RealKind_DP) :: K_i,K_v
REAL (Kind = RealKind_DP) :: R_switch,G_switch
REAL (Kind = RealKind_DP) :: V_source
REAL (Kind = RealKind_DP) :: I_inst,I_history
REAL (Kind = RealKind_DP) :: i(Max_Steps),v(Max_Steps),
                            v_load(Max_Steps)
REAL (Kind = RealKind_DP) :: R_ON,R_OFF
REAL (Kind = RealKind_DP) :: G_eff,Finish_Time
INTEGER :: k,m,ON,No_Steps

! Initialize Variables
!
!
Finish_Time = 1.0D-3 ! Seconds
R = 1.0D0          ! Ohms
L = 50.00D-6      ! Henries
V_source = 100.0   ! Volts
Tau = L/R         ! Seconds
DeltaT = 50.0D-6  ! Seconds

!====================================================================
!====================================================================
```
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\[ R_{ON} = 1.0D-10 \quad \text{! Ohms} \]
\[ R_{OFF} = 1.0D+10 \quad \text{! Ohms} \]
\[ R_{Switch} = R_{OFF} \quad \text{! Ohms} \]
\[ ON = 0 \quad \text{! Initially switch is open} \]

\[ m = 1 \]
\[ i(m) = 0.0 \]
\[ Time\_Sec = 0.0 \]
\[ v(m) = 100.0 \]
\[ v_{load}(m) = 0.0 \]

\[ K_i = \frac{(1-DeltaT*R/(2*L))/(1+DeltaT*R/(2*L))}{(1-DeltaT*R/(2*L))/(1+DeltaT*R/(2*L))} \]
\[ K_v = \frac{DeltaT/(2*L)}{(1+DeltaT*R/(2*L))} \]
\[ G_{eff} = K_v \]
\[ G_{switch} = 1.0/R_{switch} \]

OPEN (unit=10,status='unknown',file='SwitchRL1.out')

No\_Steps= Finish\_Time/DeltaT
IF(Max\_Steps<No\_Steps) THEN
    STOP ’*** Too Many Steps ***’
END IF

MainLoop: DO k=1,No\_Steps,1
    m=m+1
    Time\_Sec = k*DeltaT

    ! Check Switch position
    !---------------------
    IF(k=3) THEN
        ON=1
        R_{switch} = R_{ON}
        G_{switch} = 1.0/R_{switch}
    END IF

    ! Update History term
    !----------------------
    I_{history} = k_i*i(m-1) + k_v*v_{load}(m-1)

    ! Update Voltage Sources
    !----------------------
    v(m) = V_{source}

    ! Solve for V and I
    !------------------
    v_{load}(m) = (-I_{history} + v(m)*G_{switch})/(G_{eff}+G_{Switch})
    I_{inst} = v_{load}(m)*G_{eff}
    i(m) = I_{inst} + I_{history}
    write(10,*) Time\_Sec,v_{load}(m),i(m)

END DO MainLoop
CLOSE(10)
PRINT *,’ Execution Finished’

END PROGRAM EMT\_Switch\_RL
H.2 General EMT program for d.c. source, switch and RL load

The same case as in section H.1 is modelled here, however, the program is now structured in a general manner, where each component is subjected to numerical integrator substitution (NIS) and the conductance matrix is built up. Moreover, rather than modelling the switch as a variable resistor, matrix partitioning is applied (see section 4.4.1), which enables the use of ideal switches.

!===============================================================================
!
PROGRAM EMT_Switch_RL
!
! Checked and correct 4 May 2001
!===============================================================================
IMPLICIT NONE

! INTEGER SELECT_REAL_KIND
!INTEGER ,PARAMETER:: Real_18_4931 =SELECT_REAL_KIND(P=18,R=4931)

REAL*8 :: R,L,Tc
REAL*8 :: DeltaT
REAL*8 :: i_L,i_R,i_Source,i_Source2
REAL*8 :: R_switch,G_switch
REAL*8 :: G(3,3),v(3),I_Vector(2)
REAL*8 :: G_L,G_R
REAL*8 :: V_source
REAL*8 :: I_L_history
REAL*8 :: Multiplier
REAL*8 :: R_ON,R_OFF

INTEGER k,n,NoTimeSteps
INTEGER NoColumns

open(unit=11,status='unknown',file='vi.out')

NoTimeSteps = 6
NoColumns = 3
R_ON = 1.0D-10 ! Ohms
R_OFF = 1.0D+10 ! Ohms

DeltaT = 50.0D-6 ! Seconds

R = 1.0D0 ! Ohms
L = 50.00D-6 ! Henries
V_source=100 ! Volts
Tc = L/R
PRINT *,'Time Constant=',Tc
R_switch = R_OFF
G_switch = 1/R_switch
G_R = 1/R
G_L = DeltaT/(2*L) ! G_L_eff
! Initialize Variables
! ---------------------
  I_Vector(1) = 0.0D0
  I_Vector(2) = 0.0D0
  i_L = 0.0D0
  DO k = 1, 3
    v(k) = 0.000D0
  END DO
!
! Form System Conductance Matrix
! ------------------------------
CALL Form_G(G_R,G_L,G_switch,G)
!
! Forward Reduction
! -----------------
CALL Forward_Reduction_G(NoColumns,G,Mu
!
! Enter Main Time-stepping loop
! -----------------------------
DO n = 1, NoTimeSteps
  IF(n==1) THEN
    write(10, *) ' Switch Turned ON'
    R_switch = R_ON
    G_switch = 1/R_switch
    CALL Form_G(G_R,G_L,G_switch,G)
    CALL Forward_Reduction_G(NoColumns,G,Mul
  END IF
!
! Calculate Past History Terms
! ----------------------------
  I_L_history = i_L + v(3)*G_L
  I_Vector(1) = 0.0
  I_Vector(2) = -I_L_history
!
! Update Source Values
! ---------------------
  V_source = 100.0
  V(1) = V_source
!
! Forward Reduction of Current Vector
! -----------------------------------
  I_Vector(2) = I_Vector(2) - Multiplier*I_Vector(1)
!
! Move Known Voltage to RHS (I_current Vector)
! --------------------------------------------
  I_Vector(1) = I_Vector(1) - G(1,3) * V(1)
  I_Vector(2) = I_Vector(2) - G(2,3) * V(1)
!
! Back-substitution
! -----------------
  v(3) = I_Vector(2)/G(2,2)
  v(2) = (I_Vector(1)-G(1,2)*v(3))/G(1,1)
! Calculate Branch Current
!
  ! ------------------------
i_R = (v(2) - v(3))/R
i_L = v(3)*G_L + I_L_history
i_Source2 = (v(1)-v(2))*G_switch
i_Source = G(3,1)*v(2) + G(3,2)*v(3) + G(3,3)*v(1)

  WRITE(11,1160) n*DeltaT,v(1),v(2),v(3),i_Source,i_R,i_L

END DO

END

!====================================================
SUBROUTINE Form_G(G_R,G_L,G_switch,G)
!====================================================
IMPLICIT NONE
REAL*8 :: G(3,3)
REAL*8 :: G_L,G_R,G_switch

G(1,1) = G_switch + G_R
G(2,1) = -G_R
G(1,2) = -G_R
G(2,2) = G_L + G_R
G(1,3) = -G_switch
G(2,3) = 0.0D0
G(3,1) = -G_switch
G(3,2) = 0.0D0
G(3,3) = G_switch

CALL Show_G(G)
RETURN
END

!====================================================
SUBROUTINE Forward_Reduction_G(NoColumns,G,Multiplier)
!====================================================
IMPLICIT NONE
REAL*8 :: G(3,3)
REAL*8 :: Multiplier
INTEGER :: k,NoColumns

Multiplier = G(2,1)/G(1,1)
PRINT *,’ Multiplier= ’,Multiplier

DO k=1,NoColumns
   G(2,k) = G(2,k) - Multiplier*G(1,k)
END DO

RETURN
END
Subroutine Show_G(G)

IMPLICIT NONE
REAL*8 :: G(3,3)

WRITE(10,*) ' Matrix'
WRITE(10,2000) G(1,1:3)
WRITE(10,2000) G(2,1:3)
2000 FORMAT(1X,'
',G16.10,' ',G16.10,' ',G16.10,'
')
RETURN
END

H.3 AC source diode and RL load

This program is used to demonstrate the numerical oscillation that occurs at turn-off, by modelling an RL load fed from an a.c. source through a diode. The RL load is modelled by one difference equation rather than each component separately. The results are given in section 9.4.

Program EMT_DIODE_RL1
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R_ON = 1.0D-10
R_OFF = 1.0D10
R_Switch = R_ON

m=1
i(m) = 0.0
Time_Sec = 0.0
v(m) = V_mag*sin(V_ang*pi/180)
v_load(m) = v(m)
ON=1

K_i = (1-DeltaT*R/(2*L))/(1+DeltaT*R/(2*L))
K_v = (DeltaT/(2*L))/(1+DeltaT*R/(2*L))
G_eff = K_v
G_switch = 1.0/R_switch

OPEN (unit=10,status='unknown',file='DiodeRL1.out')

No_Steps= Finish_Time/DeltaT
IF(Max_Steps<No_Steps) THEN
  STOP '*** Too Many Steps ***'
END IF

MainLoop: DO k=1,No_Steps,1
  m=m+1
  Time_Sec = k*DeltaT

  ! Check Switch position
  ! ---------------------
  IF (i(m-1)<= 0.0 .and. ON==1 .and. k >5*DeltaT) THEN
    ON=0
    R_switch = R_OFF
    G_switch = 1.0/R_switch
  i(m-1) = 0.0
  END IF

  IF (v(m-1)-v_load(m-1) > 1.0 .and. ON==0) THEN
    ON=1
    R_switch = R_ON
    G_switch = 1.0/R_switch
  END IF

  ! Update History term
  ! ---------------------
  I_history = k_i*i(m-1) + k_v*v_load(m-1)

  ! Update Voltage Sources
  ! ----------------------
  v(m) = V_mag*sin(2*pi*f*Time_Sec + V_ang*pi/180)

  ! Solve for V and I
  ! -----------------
  v_load(m) = (-I_history + v(m)* G_switch)/(G_eff+G_Switch)
  I_inst = v_load(m)*G_eff
\[i(m) = \text{I}_\text{inst} + \text{I}_\text{history}\]

write(10,*) Time_Sec, v_load(m), i(m)

END DO MainLoop
CLOSE(10)
PRINT *, 'Execution Finished'

END PROGRAM EMT_DiODE_RL1

H.4 Simple lossless transmission line

This program evaluates the step response of a simple lossless transmission line, as shown in section 6.6.

\[
\text{L}_\text{dash} = 400D-9
\]
C_dash = 40D-12
Length = 2.0D5
DeltaT = 50D-6
R_Source = 0.1
R_Load = 100.0
Finish_Time = 10.0D-3
Step_Time = 5*DeltaT

CALL ReadTLData(L_dash,C_Dash,Length,DeltaT,R_Source,R_Load,
    Step_Time,Finish_Time)

Zc = sqrt(L_dash/C_dash)
Gamma = sqrt(L_dash*C_dash)
No_Steps_Delay = Length*Gamma/DeltaT

WRITE(10,10) L_dash,C_dash,Length,Gamma,Zc
WRITE(10,11) R_Source,R_Load,DeltaT,Step_Time

Gsend = 1.0D0/ R_Source + 1.0D0/Zc
Rsend = 1.0D0/Gsend
Grecv = 1.0D0/ R_Load + 1.0D0/Zc
Rrecv = 1.0D0/Grecv

DO k=1,TL_BufferSize
    Vsend(k) = 0.0D0
    Vrecv(k) = 0.0D0
    Isend_Hist(k) = 0.0D0
    Irecv_Hist(k) = 0.0D0
END DO

Position = 0
NumberSteps = NINT(Finish_Time/DeltaT)

DO Step_No = 1,NumberSteps,1
    Time = DeltaT*Step_No
    Position = Position+1

    PreviousHistoryPSN = Position - No_Steps_Delay
    IF (PreviousHistoryPSN>TL_BufferSize) THEN
        PreviousHistoryPSN = PreviousHistoryPSN-TL_BufferSize
    ELSE IF (PreviousHistoryPSN<1) THEN
        PreviousHistoryPSN = PreviousHistoryPSN+TL_BufferSize
    END IF
IF(Position>TL_BufferSize) THEN
    Position = Position-TL_BufferSize
END IF

! Update Sources
! ---------------
IF(Time< 5*DeltaT) THEN
    V_Source = 0.0
ELSE
    V_Source = 100.0
END IF
I_Source = V_Source/R_Source

! Solve for Nodal Voltages
! ------------------------
Vsend(Position) = (I_Source-Isend_Hist(PreviousHistoryPSN))*Rsend
Vrecv(Position) = (-Irecv_Hist(PreviousHistoryPSN))*Rrecv

! Solve for Terminal Current
! --------------------------
i_send = Vsend(Position)/Zc + Isend_Hist(PreviousHistoryPSN)
i_recv = Vrecv(Position)/Zc + Irecv_Hist(PreviousHistoryPSN)

! Calculate History Term (Current Source at tau later).
! ------------------------------------------------------------
Irecv_Hist(Position) = (-1.0/Zc)*Vsend(Position) - i_send
Isend_Hist(Position) = (-1.0/Zc)*Vrecv(Position) - i_recv

WRITE(10,1000) Time,Vsend(Position),Vrecv(Position),i_send,i_recv,
Isend_Hist(Position),Irecv_Hist(Position)
END DO
1000 FORMAT(1X,7(G16.6,1X))

CLOSE(10)

PRINT *,’ Successful Completion’
END

H.5 Bergeron transmission line

In this example the step response of a simple transmission line with lumped losses (Bergeron model) is evaluated (see section 6.6).
FORTRAN code for EMT simulation

! Transmission Line Buffer
! ------------------------
REAL (Kind=RealKind_DP) :: Vsend(TL_BufferSize)
REAL (Kind=RealKind_DP) :: Vrecv(TL_BufferSize)
REAL (Kind=RealKind_DP) :: Isend_Hist(TL_BufferSize)
REAL (Kind=RealKind_DP) :: Irecv_Hist(TL_BufferSize)
REAL (Kind=RealKind_DP) :: R_dash,L_dash,C_dash,Length
REAL (Kind=RealKind_DP) :: DeltaT,Time
REAL (Kind=RealKind_DP) :: R,R_Source,R_Load
REAL (Kind=RealKind_DP) :: V_Source,I_Source
REAL (Kind=RealKind_DP) :: Gsend,Grecv,Rsend,Rrecv
REAL (Kind=RealKind_DP) :: Zc, Zc_Plus_R4,Gamma
REAL (Kind=RealKind_DP) :: Finish_Time,Step_Time
REAL (Kind=RealKind_DP) :: i_send ! Sending to Receiving end current
REAL (Kind=RealKind_DP) :: i_recv ! Receiving to Sending end current

INTEGER Position
INTEGER PreviousHistoryPSN
INTEGER k,NumberOfSteps,Step_No
INTEGER No_Steps_Delay

OPEN(UNIT=10,file='TL.out',status="UNKNOWN")

R_dash = 100D-6
L_dash = 400D-9
C_dash = 40D-12
Length = 2.0D5
DeltaT = 50D-6
R_Source = 0.1
R_Load = 100.0
Finish_Time = 1.0D-4
Step_Time=5*DeltaT

CALL ReadTLData(R_dash,L_dash,C_Dash,Length,DeltaT,R_Source,
R_Load,Step_Time,Finish_Time)

R=R_Dash*Length

Zc = sqrt(L_dash/C_dash)
Gamma = sqrt(L_dash*C_dash)
No_Steps_Delay = Length*Gamma/DeltaT
Zc_Plus_R4 = Zc+R/4.0

! Write File Header Information
! -----------------------------
WRITE(10,10) R_dash,L_dash,C_dash,Length,Gamma,Zc
WRITE(10,11) R_Source,R_Load,DeltaT,Step_Time
10 FORMAT(1X,'% R =',G16.6,' L =',G16.6,' C =',G16.6,' Length=',F12.2,'
Propagation Constant=',G16.6,' Zc=',G16.6)
11 FORMAT(1X,'% R_Source =',G16.6,' R_Load =',G16.6,' DeltaT=',F12.6,' Step_Time=',F12.6)
Gsend = 1.0D0/ R_Source + 1.0D0/Zc_Plus_R4
Rsend = 1.0D0/Gsend
Grecv = 1.0D0/ R_Load + 1.0D0/Zc_Plus_R4
Rrecv = 1.0D0/Grecv

DO k=1,TL_BufferSize
   Vsend(k) = 0.0D0
   Vrecv(k) = 0.0D0
   Isend_Hist(k) = 0.0D0
   Irecv_Hist(k) = 0.0D0
END DO

Position = 0
NumberSteps = NINT(Finish_Time/DeltaT)
DO Step_No = 1,NumberSteps,1
   Time = DeltaT*Step_No
   Position = Position+1
   ! Make sure index the correct values in Ring Buffer
   ! -------------------------------------------------
   PreviousHistoryPSN = Position - No_Steps_Delay
   IF(PreviousHistoryPSN>TL_BufferSize) THEN
      PreviousHistoryPSN = PreviousHistoryPSN-TL_BufferSize
   ELSE IF(PreviousHistoryPSN<1) THEN
      PreviousHistoryPSN = PreviousHistoryPSN+TL_BufferSize
   END IF
   IF(Position>TL_BufferSize) THEN
      Position = Position-TL_BufferSize
   END IF
   ! Update Sources
   ! ---------------
   IF(Time< 5*DeltaT) THEN
      V_Source = 0.0
   ELSE
      V_Source = 100.0
   END IF
   I_Source = V_Source/R_Source

   ! Solve for Nodal Voltages
   ! ------------------------
   Vsend(Position) = (I_Source-Isend_Hist(PreviousHistoryPSN))*Rsend
   Vrecv(Position) = ( -Irecv_Hist(PreviousHistoryPSN))*Rrecv
   WRITE(12,1200)Time,Position,PreviousHistoryPSN,
                  Isend_Hist(PreviousHistoryPSN),Irecv_Hist(PreviousHistoryPSN)
1200 FORMAT(1X,G16.6,1X,I5,1X,I5,2(G16.6,1X))
! Solve for Terminal Current
! -----------------------------------------------
i_send = Vsend(Position)/Zc_Plus_R4 + Isend_Hist(PreviousHistoryPSN)
i_recv = Vrecv(Position)/Zc_Plus_R4 + Irecv_Hist(PreviousHistoryPSN)

! Calculate History Term (Current Source at tau later).
! -------------------------------------------------------
Irecv_Hist(Position) = (-Zc/(Zc_Plus_R4**2))*(Vsend(Position)
+(Zc-R/4.0)*i_send) &
+((-R/4.0)/(Zc_Plus_R4**2))
*(Vrecv(Position)+(Zc-R/4.0)*i_recv)

Isend_Hist(Position) = (-Zc/(Zc_Plus_R4**2))*(Vrecv(Position)
+(Zc-R/4.0)*i_recv) &
+((-R/4.0)/(Zc_Plus_R4**2))
*(Vsend(Position)+(Zc-R/4.0)*i_send)

WRITE(10,1000) Time,Vsend(Position),Vrecv(Position),
i_send,i_recv,Isend_Hist(Position),Irecv_Hist(Position)
END DO
1000 FORMAT(1X,7(G16.6,1X))
CLOSE(10)
PRINT *,’ Successful Completion’
END

H.6 Frequency-dependent transmission line

This program demonstrates the implementation of a full frequency-dependent transmission line and allows the step response to be determined. This is an s-domain implementation using recursive convolution. For simplicity interpolation of buffer values is not included. Results are illustrated in section 6.6.

!===============================================================================
PROGRAM TL_FDP_s
!
! Simple Program to demonstrate the implementation of a
! Frequency-Dependent Transmission Line using s-domain representation.
!
! Is(w) |---->--- Irecv(w)
! ! | __________ ||
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
! | | | | | |
IMPLICIT NONE
INTEGER, PARAMETER:: RealKind_DP = SELECTED_REAL_KIND(15,307)
INTEGER, PARAMETER:: TL_BufferSize = 100
INTEGER, PARAMETER:: TL_MaxPoles = 5

! Transmission Line Buffer
! ------------------------
REAL (Kind=RealKind_DP) :: Vsend(TL_BufferSize)
REAL (Kind=RealKind_DP) :: Vrecv(TL_BufferSize)
REAL (Kind=RealKind_DP) :: i_send(TL_BufferSize)
REAL (Kind=RealKind_DP) :: i_recv(TL_BufferSize)
REAL (Kind=RealKind_DP) :: ApYcVr_Ir(TL_BufferSize,TL_MaxPoles)
REAL (Kind=RealKind_DP) :: ApYcVs_Is(TL_BufferSize,TL_MaxPoles)
REAL (Kind=RealKind_DP) :: I_Yc_Send(TL_BufferSize,TL_MaxPoles)
REAL (Kind=RealKind_DP) :: I_Yc_Recv(TL_BufferSize,TL_MaxPoles)
REAL (Kind=RealKind_DP) :: I_A_Send(TL_BufferSize,TL_MaxPoles)
REAL (Kind=RealKind_DP) :: I_A_Recv(TL_BufferSize,TL_MaxPoles)
REAL (Kind=RealKind_DP) :: YcVr_Ir(TL_BufferSize)
REAL (Kind=RealKind_DP) :: YcVs_Is(TL_BufferSize)
REAL (Kind=RealKind_DP) :: Time,DeltaT
REAL (Kind=RealKind_DP) :: R_Source,R_Load
REAL (Kind=RealKind_DP) :: V_Source,I_Source
REAL (Kind=RealKind_DP) :: Gsend,Grecv,Rsend,Rrecv
REAL (Kind=RealKind_DP) :: Y_TL ! Total TL Admittance
REAL (Kind=RealKind_DP) :: Finish_Time,Step_Time
REAL (Kind=RealKind_DP) :: H_Yc,K_Yc,Pole_Yc(TL_MaxPoles),
                                     Residue_Yc(TL_MaxPoles)
REAL (Kind=RealKind_DP) :: Alpha_Yc(TL_MaxPoles),
                                     Lambda_Yc(TL_MaxPoles),mu_Yc(TL_MaxPoles)
REAL (Kind=RealKind_DP) :: H_Ap,Pole_A(TL_MaxPoles),
                                     Residue_A(TL_MaxPoles)
REAL (Kind=RealKind_DP) :: Alpha_A(TL_MaxPoles),
                                     Lambda_A(TL_MaxPoles),mu_A(TL_MaxPoles)
REAL (Kind=RealKind_DP) :: I_s_Yc_History(TL_MaxPoles)
REAL (Kind=RealKind_DP) :: I_r_Yc_History(TL_MaxPoles)
REAL (Kind=RealKind_DP) :: I_s_Ap,I_r_Ap
REAL (Kind=RealKind_DP) :: ah
REAL (Kind=RealKind_DP) :: I_Send_History, I_Recv_History
REAL (Kind=RealKind_DP) :: YcVs_I_Total,YcVr_I_Total

INTEGER :: Position
INTEGER :: Last_Position
INTEGER :: t_tau, t_Tau_1, t_Tau_2
INTEGER :: k, m
INTEGER :: No_Steps_Delay
INTEGER :: RecursiveConvType
INTEGER :: No_Poles_Yc, No_Poles_A

OPEN(UNIT=10, file='TL.out', status="UNKNOWN")

DeltaT = 50D-6 ! Time-step
R_Source = 0.1D0 ! Source resistance
R_Load = 100.0D0
Finish_Time = 1.0D-2
Step_Time = 5*DeltaT
RecursiveConvType = 1
No_Steps_Delay = 7

! Partial Fraction Expansion of Yc and Ap
! ---------------------------------------
H_Yc = 0.00214018572698*0.91690065830247
No_Poles_Yc = 3
K_Yc = 1.0
Pole_Yc(1) = -1.00514000000000D5
Pole_Yc(2) = -0.00625032000000D5
Pole_Yc(3) = -0.00028960740000D5
Residue_Yc(1) = -19.7260587272154D0
Residue_Yc(2) = -0.14043511946635D0
Residue_Yc(3) = -0.00657234249032D0

Y_TL = H_Yc*K_Yc
DO k=1, No_Poles_Yc
    Residue_Yc(k) = H_Yc * Residue_Yc(k)
END DO

! --------------- Ap -----------------------
No_Poles_A=4
H_Ap = 0.995
Residue_A(1) = 2.13779561263148D6
Residue_A(2) = -2.18582740962054D6
Residue_A(3) = 0.04688271799632D6
Residue_A(4) = 0.00114907899276D6

Pole_A(1) = -5.58224599999997D5
Pole_A(2) = -5.46982800000003D5
Pole_A(3) = -0.47617630000000D5
Pole_A(4) = -0.06485341000000D5

DO k=1, No_Poles_A
    Residue_A(k) = H_Ap * Residue_A(k)
END DO

! Initialize variables to zero
! -----------------------------
Time = 0.0D0
DO k=1,TL_BufferSize
  Vsend(k) = 0.0D0
  Vrecv(k) = 0.0D0
  i_send(k) = 0.0D0
  i_recv(k) = 0.0D0
  YcVs_Is(k) = 0.0D0
  YcVr_Ir(k) = 0.0D0
END DO
DO m=1,No_Poles_Yc
  I_Yc_send(k,m) = 0.0D0
  I_Yc_recv(k,m) = 0.0D0
END DO
DO m=1,No_Poles_A
  I_A_send(k,m) = 0.0D0
  I_A_recv(k,m) = 0.0D0
END DO
END DO

IF (RecursiveConvType.EQ.0) THEN
  DO k=1,No_Poles_Yc
    Alpha_Yc (k) = exp(Pole_Yc(k)*DeltaT)
    Lambda_Yc(k) = (Residue_Yc(k)/(-Pole_Yc(k)))* (1.0-Alpha_Yc(k))
    mu_Yc (k) = 0.0
    Y_TL = Y_TL+ Lambda_Yc(k)
  END DO
  DO k=1,No_Poles_A
    Alpha_A (k) = exp(Pole_A(k)*DeltaT)
    Lambda_A(k) = (Residue_A(k)/(-Pole_A(k)))* (1.0-Alpha_A(k))
    mu_A (k) = 0.0
  END DO
ELSE IF (RecursiveConvType.EQ.1) THEN
  DO k=1,No_Poles_Yc
    ah = -Pole_Yc(k)*DeltaT
    Alpha_Yc (k) = exp(Pole_Yc(k)*DeltaT)
    Lambda_Yc(k) = (Residue_Yc(k)/(-Pole_Yc(k)))/ah
    mu_Yc (k) = (Residue_Yc(k)/(-Pole_Yc(k)))/ah
    Y_TL = Y_TL+ Lambda_Yc(k) - Alpha_Yc(k)
  END DO
  DO k=1,No_Poles_A
    ah = -Pole_A(k)*DeltaT
    Alpha_A (k) = exp(Pole_A(k)*DeltaT)
    Lambda_A(k) = (Residue_A(k)/(-Pole_A(k)))/ah
    mu_A (k) = (Residue_A(k)/(-Pole_A(k)))/ah
    Y_TL = Y_TL+ Lambda_Yc(k)
  END DO
END IF
! Add transmission line admittance to system Addmittance
! ------------------------------------------------------------------
Gsend = 1.0D0/ R_Source + Y_TL
Rsend = 1.0D0/Gsend
Grecv = 1.0D0/ R_Load + Y_TL
Rrecv = 1.0D0/Grecv

! Enter Main time-step loop
! -------------------------
Position = 0
DO Time = DeltaT,Finish_Time,DeltaT
   Last_Position = Position
   Position = Position+1
END DO

! Make sure index the correct values in Ring Buffer
! ---------------------------------------------------
t_Tau = Position - No_Steps_Delay
IF(t_Tau > TL_BufferSize) THEN
   t_Tau = t_Tau - TL_BufferSize
ELSE IF(t_Tau < 1) THEN
   t_Tau = t_Tau + TL_BufferSize
END IF
IF(Position > TL_BufferSize) THEN
   Position = Position - TL_BufferSize
END IF
IF(Last_Position == 0) THEN
   Last_Position = TL_BufferSize
END IF
   t_Tau_1 = t_Tau - 1
IF(t_Tau_1 == 0) THEN
   t_Tau_1 = TL_BufferSize
END IF
   t_Tau_2 = t_Tau_1 - 1
IF(t_Tau_2 == 0) THEN
   t_Tau_2 = TL_BufferSize
END IF

! Update Sources
! -------------
IF(Time < 5*DeltaT) THEN
   V_Source = 0.0
ELSE
   V_Source = 100.0
END IF
I_Source = V_Source/R_Source

! Yc(t)*Vs(t) and Yc(t)*Vr(t)
! This calculates the history terms
! (instantaneous term comes from admittance added to
! system equation)
! ------------------------------------------------------------------
I_s_Yc = 0.0D0
I_r_Yc = 0.0D0
DO k=1, No_Poles_Yc
   I_s_Yc_History(k) = Alpha_Yc (k) * I_Yc_send(Last_Position,k) + mu_Yc(k) * Vsend(Last_Position)
   I_s_Yc = I_s_Yc + I_s_Yc_History(k)
   I_r_Yc_History(k) = Alpha_Yc (k) * I_Yc_recv(Last_Position,k) + mu_Yc(k) * Vrecv(Last_Position)
   I_r_Yc = I_r_Yc + I_r_Yc_History(k)
END DO

! Calculate Ap*(Yc(t-Tau)*Vs(t-Tau)+Is(t-Tau)) and Ap*(Yc(t-Tau)*Vr(t-Tau)+Ir(t-Tau))
! As these are using delayed terms i.e. (Yc(t-Tau)*Vs(t-Tau)
! +Is(t-Tau)) then the complete
! convolution can be achieved (nothing depends on present
! time-step values).
!
I_s_Ap = 0.0D0
I_r_Ap = 0.0D0
DO k=1, No_Poles_A
   ! Sending End
   ApYcVr_Ir(Position,k) = Alpha_A(k) * ApYcVr_Ir(Last_Position,k) &
   & + Lambda_A(k) * (YcVr_Ir(t_Tau)) &
   & + mu_A(k) * (YcVr_Ir(t_Tau_2) )
   I_s_Ap = I_s_Ap + ApYcVr_Ir(Position,k)
   ! Receiving End
   ApYcVs_Is(Position,k) = Alpha_A(k) * ApYcVs_Is(Last_Position,k) &
   & + Lambda_A(k) * (YcVs_Is(t_Tau)) &
   & + mu_A(k) * (YcVs_Is(t_Tau_2) )
   I_r_Ap = I_r_Ap + ApYcVs_Is(Position,k)
END DO

! Sum all the current source contributions from Characteristic
! Admittance and Propagation term.

I_Send_History = I_s_Yc - I_s_Ap
I_Recv_History = I_r_Yc - I_r_Ap

! Solve for Nodal Voltages

Vsend(Position) = (I_Source - I_Send_History) * Rsend
Vrecv(Position) = (-I_Recv_History) * Rrecv

! Solve for Terminal Current

i_send(Position) = Vsend(Position) * Y_TL + I_Send_History
i_recv(Position) = Vrecv(Position) * Y_TL + I_Recv_History
! Calculate current contribution from each block
!
YcVs_I_Total = H_Yc*K_Yc*Vsend(Position)
YcVr_I_Total = H_Yc*K_Yc*Vrecv(Position)
DO k=1,No_Poles_Yc
   I_Yc_send(Position,k) = Lambda_Yc(k)*Vsend(Position)
                  + I_s_Yc_History(k)
   I_Yc_recv(Position,k) = Lambda_Yc(k)*Vrecv(Position)
                  + I_r_Yc_History(k)
   YcVs_I_Total = YcVs_I_Total + I_Yc_send(Position,k)
   YcVr_I_Total = YcVr_I_Total + I_Yc_recv(Position,k)
END DO
!
! Calculate (Yc(t)*Vs(t)+Is(t)) and (Yc(t)*Vr(t)+Ir(t)) and store
! Travelling time (delay) is represented by accessing values that
! are No_Steps_Delay old. This gives a travelling
! time of No_Steps_Delay*DeltaT (7*50=350 micro-seconds)
!
YcVs_Is(Position) = YcVs_I_Total + i_send(Position)
YcVr_Ir(Position) = YcVr_I_Total + i_recv(Position)

WRITE(10,1000) Time,Vsend(Position),Vrecv(Position),
                   i_send(Position),i_recv(Position)

END DO

CLOSE(10)
PRINT *,‘ Successful Completion’

! Format Statements
1000 FORMAT(1X,8(G16.6,1X))
END

H.7 Utility subroutines for transmission line programs

!====================================================================
SUBROUTINE ReadTLData(R_Dash,L_dash,C_Dash,Length,DeltaT,R_Source,
                   R_Load,Step_Time,Finish_Time)
!====================================================================
IMPLICIT NONE
INTEGER, PARAMETER:: RealKind_DP = SELECTED_REAL_KIND(15,307)

REAL (Kind=RealKind_DP) :: R_dash,L_dash,C_dash,Length
REAL (Kind=RealKind_DP) :: DeltaT
REAL (Kind=RealKind_DP) :: R_Source,R_Load
REAL (Kind=RealKind_DP) :: Step_Time
REAL (Kind=RealKind_DP) :: Finish_Time

INTEGER :: Counter
INTEGER :: Size
INTEGER :: Psn
CHARACTER(80) Line,String

OPEN(UNIT=11,file='TLdata.dat',status='OLD',err=90)
Counter=0

DO WHILE (Counter<10)
   Counter = Counter+1
   READ(11,'(A80)',end=80) Line
   CALL STR_UPPERCASE(Line) ! Convert to Uppercase
   String = ADJUSTL(Line) ! Left hand justify
   Line = TRIM(String) ! Trim trailing blanks
   Size = LEN_TRIM(Line) ! Size excluding trailing blanks
   Psn = INDEX(Line,'=')
   IF(Psn < 2) CYCLE
   IF(Psn >= Size) CYCLE
   IF(Line(1:1)=='!') CYCLE
   IF(Line(1:1)=='%') CYCLE
   IF(Line(1:6)=='R_DASH')THEN
      READ(Line(Psn+1:Size),*,err=91) R_Dash
      PRINT *,'R_Dash set to ',R_Dash
   ELSE IF(Line(1:6)=='L_DASH')THEN
      READ(Line(Psn+1:Size),*,err=91) L_Dash
      PRINT *,'L_Dash set to ',L_Dash
   ELSE IF(Line(1:6)=='C_DASH')THEN
      READ(Line(Psn+1:Size),*,err=91) C_Dash
      PRINT *,'C_Dash set to ',C_Dash
   ELSE IF(Line(1:6)=='LENGTH')THEN
      READ(Line(Psn+1:Size),*,err=91) Length
      PRINT *,'Length set to ',Length
   ELSE IF(Line(1:8)=='R_SOURCE')THEN
      READ(Line(Psn+1:Size),*,err=91) R_source
      PRINT *,'R_source set to ',R_source
   ELSE IF(Line(1:6)=='R_LOAD')THEN
      READ(Line(Psn+1:Size),*,err=91) R_Load
      PRINT *,'R_Load set to ',R_Load
   ELSE IF(Line(1:6)=='DELTAT')THEN
      READ(Line(Psn+1:Size),*,err=91) DeltaT
      PRINT *,'DeltaT set to ',DeltaT
   ELSE IF(Line(1:9)=='STEP_TIME')THEN
      READ(Line(Psn+1:Size),*,err=91) Step_Time
      PRINT *,'Step_Time set to ',Step_Time
   ELSE IF(Line(1:11)=='FINISH_TIME')THEN
      READ(Line(Psn+1:Size),*,err=91) Finish_Time
      PRINT *,'Finish_Time set to ',Finish_Time
   ELSE IF(Line(1:8)=='END_DATA')THEN
      END IF
   END IF
   END DO
80 CLOSE(11)
RETURN
90 PRINT *,’ *** UNABLE to OPEN FILE TLdata.dat’
   STOP
91 PRINT *,’ *** Error reading file TLdata.dat’
   STOP
   END

!=================================================
!
SUBROUTINE STR_UPPERCASE(CHAR_STR)
! Convert Character String to Upper Case
!=================================================

IMPLICIT NONE
CHARACTER*(*) CHAR_STR
INTEGER :: SIZE,I,INTEG

Size = LEN_TRIM(CHAR_STR)
IF (SIZE.GE.1) THEN
   DO I=1,SIZE
      IF((CHAR_STR(I:I).GE.'a').AND.(CHAR_STR(I:I).LE.'z')) THEN
         INTEG = ICHAR(CHAR_STR(I:I))
         CHAR_STR(I:I)=CHAR(IAND(INTEG,223))
      END IF
   END DO
END IF
RETURN
END
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active power (real power) 307, 308
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ARENE 329
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ATP (alternative transient program) 6, 8, 206
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auto regressive moving average (ARMA) 30, 148, 267
backward wave 75, 128, 129
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Carson’s technique 123, 137, 139, 156
characteristic equations 76
characteristic impedance 75, 130, 136, 137, 146, 153
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Clarke transformation 128, 157, 239
commutation 222, 236, 248, 287, 289
commutation reactance 360
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compensation method 89, 212
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  graphical interface 7
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corona losses 140
cubic spline interpolation 253
current chopping 97, 109, 220, 221, 227, 272, 274
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DFT (Discrete Fourier Transform) 203, 255, 260
difference equation 99–120, 367–372
exponential form 99–120
digital TNA 321, 322, 327
Discrete Fourier Transform (DFT) 203, 260
discrete systems 11, 30, 34, 100
distributed parameters 3, 5, 9
Dommel’s method 5, 6, 9, 67, 73, 98, 105–118
dq transformation 239
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eigenvectors 21, 127
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EMTP 5–9, 25, 52, 67, 68, 98, 105, 123, 155, 171, 177, 185, 189, 194, 206–208, 211, 217, 219, 277, 284, 285, 290, 297, 329, 333
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real time digital simulation 8, 80, 205, 290, 321–330
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state variables 35–64
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synchronous machines 89, 176–190
transformers 159–176
transmission lines and cables 123–156
electromechanical transients 1, 303, 304
electronic analogue computer 4
EMTDC see electromagnetic transients
EMTP see electromagnetic transients
equivalent circuits
induction motors 190, 290, 297
subsystems see electromagnetic transients
synchronous machines 176–190
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equivalent pi 123
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extinction angle control 49, 57, 232, 248, 360
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fast transients 9, 176
Fast Fourier Transform (FFT) 52, 203, 281, 286, 292, 313
flexible a.c. transmission systems
see FACTS
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finite impulse response (FIR) 30
fitting of model parameters 251, 262
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forward wave 128, 131
Fourier Transform 282
frequency-dependent model 6, 44, 45, 127, 129, 130, 139, 176, 213, 251–275
frequency domain 126, 130, 132, 251, 253, 257, 277, 278, 279, 281, 295, 341–345
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graphical interface 7
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GTO 80, 204, 222, 224, 233, 241
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HVdc simulator 4
high voltage direct current transmission (HVdc) 230–233, 359
a.c.-d.c. converter 230, 313
CIGRE benchmark model 234–236, 359
simulator 322
history term 26, 31, 69, 75–84, 103, 125, 134, 224
homogeneous solution 21, 105
hybrid solution 244, 245, 286, 303–308
hysteresis 54, 91, 176, 206, 208, 240

ideal switch 115, 219, 339, 376
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imbalance see unbalance
implicit integration 22, 44, 71, 100, 101, 351
impulse response 21, 23, 30, 94, 133
induction machines 190, 290, 297
infinite impulse response (IIR) 30
inrush current 164
insulation co-ordination 1, 3, 9, 211
instability 6, 56, 89, 116, 185, 308
integration
accuracy 44, 67, 100
Adam-Bashforth 352, 353
backward Euler 72, 100, 101, 225, 228, 351, 353–357
forward Euler 100, 101, 225, 228, 351, 353–357
Gear-2nd order 72, 353–357
implicit 100, 101
predictor-corrector methods 5, 22
Runge-Kutta 352
stability 356
trapezoidal 72, 100, 101, 225, 353–357
instantaneous term 69, 79, 89, 103, 162
interpolation 53, 59, 80, 91, 198, 212, 220–227, 241, 253, 323
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Jacobian matrix 279, 282, 285
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Krean 8
Kron’s reduction 35, 79

Laplace Transform 11, 17, 20, 33, 133, 134
LDU factorisation 230
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lead-lag control 27, 29
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LSE (least square error) 253
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loss-free transmission line 73, 76, 123, 124, 147, 148
losses 4, 164, 176, 263
LTE (local truncation error) 36, 351
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mapping 100, 220, 285
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method of companion circuits 6
MicroTran 8
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NETOMAC 8, 54, 55
NIS (numerical integration substitution) 67–99
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current source representation 36, 47, 69, 76, 78, 89–92, 115, 125, 164, 185, 193, 218, 245, 267, 279, 295, 308
piecewise linear representation 89, 91, 92, 97, 206, 219
non-linear resistance 212
Norton equivalent see equivalent circuits
numerical integrator substitution see NIS
numerical oscillations 5, 44, 67, 99, 105, 200
numerical stability 357
Nyquist frequency 42, 264, 346
optimal ordering 95

Park’s transformation 177
partial fraction expansion 18, 133, 153, 155, 267
per unit system 45, 184
phase-locked oscillator (PLO) 56, 58, 65, 231
PI section model 123, 124
piecewise linear representation see non-linearities
poles 6, 18, 23, 32, 155, 156, 268, 368
Pollaczek’s equations 157
power electronic devices 5, 109, 193, 217, 243, 279, 284, 288, 319
PowerFactory 8
PSCAD (power system computer aided design) see electromagnetic transients
predictor corrector methods see integration
prony analysis 262, 346

propagation constant 130, 151, 252
propagation function 134, 135
rational function 31, 263, 268, 269, 307, 308
reactive power 193, 239, 307, 308, 317
real time digital simulation (RTDS) 8, 80, 205, 290, 321–330
recovery voltage 278, 291
recursive formula 26, 114, 130, 133, 148, 205, 313, 348
recursive least squares 313, 348
relays 208, 209, 210
resonance 109–111, 176, 184, 208, 253, 286, 297
RLC branch 1, 60, 74, 262
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root matching 99–121
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RTDS see real time digital simulation
Runge-Kutta method 352
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saturation 3, 44, 54, 88, 159, 164, 190, 208, 237
s-domain 25, 32, 103, 112, 117, 136, 153, 155, 264, 367
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snubber 217, 225, 230, 231, 237, 360
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STATCOM 241, 242
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subsystems see electromagnetic transients
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surge arrester 89, 97, 194, 211, 225
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swing curves 317
switch representation 79
switching
  chatter 82, 97, 217, 220, 222, 227
discontinuities 53, 54, 97, 220, 243, 333
Synchronous machine 89, 176–190
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  impedance 310
TACS (transient analysis of control systems) 6, 25, 194, 208–213
Taylor’s series 67, 99, 351, 354
TCR (thyristor controlled reactor) 233, 236, 240
TCS (transient converter simulation) 44–55
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  converter control 55
  valve switching 51
Thevenin equivalent circuit
  see equivalent circuits
three-phase fault 236, 290
time constants 3, 22, 49, 84, 105, 136, 184, 278, 303, 357, 360
time domain 20, 132, 255, 281, 345
time step (step length) see integration
TNA see transient network analyser
  transfer function 13, 18, 24, 55, 100, 102, 104, 195, 267, 367
  transformers 159–176
  single phase model 166–171
  three phase model 172–175
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transient stability 303–319
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transmission lines 123–142
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  frequency dependent 130–137
  multi-conductor 126–129
trapezoidal integration see integration
  travelling waves 129, 131
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  velocity of propagation 75
triangular factorization 77, 80, 98
truncation errors 6, 36, 97, 99, 351, 354, 356
TS see transient stability
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    location 316
Tustin method see bilinear transform
UMECC (unified magnetic equivalent circuit) 165–172
unbalance 242, 277, 360
underground cables 142
valve
  extinction 49, 53, 232, 248
  group 56, 230, 232
VAR compensator see static VAR compensator
  velocity of wave propagation 75
  voltage sag 278, 288–292, 300
WLS (weighted least squares) 265
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Power Systems Electromagnetic Transients Simulation

Accurate knowledge of electromagnetic power system transients is crucial to the operation of an economic, efficient and environmentally-friendly power system network, without compromising on the reliability and quality of the electrical power supply. Simulation has become a universal tool for the analysis of power system electromagnetic transients and yet is rarely covered in-depth in undergraduate programmes. It is likely to become core material in future courses.

The primary objective of this book is to describe the application of efficient computational techniques to the solution of electromagnetic transient problems in systems of any size and topology, involving linear and non-linear components. The text provides an in-depth knowledge of the different techniques that can be employed to simulate the electromagnetic transients associated with the various components within a power system network, setting up mathematical models and comparing different models for accuracy, computational requirements, etc.

Written primarily for advanced electrical engineering students, the text includes basic examples to clarify difficult concepts. Considering the present lack of training in this area, many practising power engineers, in all aspects of the power industry, will find the book of immense value in their professional work.
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